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1. Introduction

The economic crises that occurred in Europe since 2007 have left member countries

of the Economic and Monetary Union (EMU) in very heterogeneous economic conditions.

While some members of the EMU experienced modest growth and high employment in the

second half of the last decade, others remained in the process of recovery, suffering from

unprecedented levels of unemployment. Clearly this experience is at odds with the goals

of the EMU in general and the Euro Area in particular.1

A popular view on the economic events in the EMU during the last two decades is that,

by construction of the EMU, structural heterogeneity, limited scope for fiscal policy and a

union-wide monetary policy have amplified the effects of adverse shocks and lead to sub-

optimal macroeconomic performance. An EMU country that adopted the Euro has chosen

a monetary regime where monetary policy is delegated to the ECB (see, e.g., Ball, 2010).

As a direct consequence, a Euro Area country can no longer offset country-specific shocks

by a country-specific monetary policy. Moreover, the transmission of area-wide shocks may

be heterogeneous due to structural differences among member countries. In consequence,

ECB’s monetary policy is believed to be sub-optimal: ‘one size must fit all’ (Issing, 2001)

rather than ‘one size fits all’ (Issing, 2005).

Consider the suggestive evidence in Figure 1 below.2 Panels 1a and 1b compare the

unconditional variances of inflation deviations from an estimated target and the output

gap for Euro Area countries and non-Euro OECD countries over three periods: beginning

of the Great Moderation until inception of the Euro, start of the Euro until the period

of Issing’s (2005) judgment roughly before the beginning of the Great Recession, and,

the crisis period since then. The panels suggest that, according to these key indicators

1According to Papademos (2009), proponents of the Euro Area have seen its adoption as a means
to promoting trade and capital flows within the Euro Area with a subsequent increase in competition,
efficiency of resource allocation, and economic growth. A detailed description of the rationale behind the
creation of the Euro Area is given by, for example, De Grauwe (2006).

2These figures are based on our own calculations, which we detail in Section 3 below.
1



of macroeconomic performance, non-Euro OECD countries have been more successful in

reducing inflation and output variability after the start of the Euro. Moreover, they have

been more successful in stabilizing both inflation and output variability during the most

recent period. However, this kind of evidence leaves many questions unanswered. Do

these results depend on different shocks hitting the two country groups? Are they uniform

across Euro countries, time or policy changes? In this paper, we address these questions

through an empirical set-up drawing from both counterfactual analysis and the analysis of

productive processes.
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Figure 1: Comparison of the unconditional variances of inflation deviations from an estimated target and
of the output gap between Euro Area as well as non-Euro OECD countries.

There is already a literature that tries to establish empirically if there exists a ‘one

size fits all’ monetary policy for Euro Area countries. Most of these papers focus on the

transmission of monetary policy shocks before and after the introduction of the Euro in

1999, with somewhat ambiguous results. On the one hand, studies such as Peersman and

Smets (2003), and Cecioni and Neri (2011) at the Euro Area level and Peersman (2004) in

a cross-country set up do not find asymmetric effects due to monetary policy across Euro

Area countries. On the other hand, Barigozzi et al. (2014), Georgiadis (2015) and Burriel

and Galesi (2018), in a cross-country empirical framework, show that the common monetary

framework produces asymmetric effects driven by structural differences among Euro Area
2



countries.3 Moreover, Ball (2010) finds that the Euro adoption had no significant effects

on indicators of macroeconomic performance such as the level or variability of inflation or

GDP. Nevertheless, the focus of Ball (2010) is on the effects of adopting inflation targeting

(IT). In fact, the bulk of the empirical literature that quantifies the effect of a change in the

monetary regime on macroeconomic performance focuses on IT. Two key themes in this

literature stand out: first, this literature quantifies the effect of a change in the monetary

regime on the moment of a single variable, e.g., the variability of inflation or GDP; second,

a key challenge in this literature is endogeneity, as it is unanimously recognized that the

choice of IT is affected by initial conditions.

Conceptually, the focus on a single variable does not seem fully appropriate. Mea-

surement and comparison of macroeconomic performance in a theoretical IT framework is

routinely based on loss functions that involve inflation and output variability. Indepen-

dently of whether one assumes optimal monetary policy or a simple Taylor (1993) rule, a

central bank faces a long-run tradeoff between inflation and output variability. Moreover,

the variability in these endogenous variables is jointly determined by structural supply

shocks that move inflation and output in opposite directions, and also by structural de-

mand shocks.4 Hence from the standpoint of such a framework, evidence based on the

variability of inflation or output in isolation appears problematic. In case such research

finds lower inflation variability for Euro Area countries compared to other countries, this

might simply imply that the Euro Area countries are located on a different position of the

inflation output variability tradeoff, but do not face an improved tradeoff due to the Euro.5

Against this background, this paper seeks to examine the claim of whether the Euro

3The most recent data considered by this literature, except for Burriel and Galesi (2018), is until 2009.
Therefore most papers do not take the European Sovereign Debt Crisis into account.

4Taylor (1979) pioneered the empirical documentation of this long-run inflation output variability trade-
off based on the assumption of optimal monetary policy.

5In the discussion of Ball and Sheridan (2005), Stephen Cecchetti raised this issue in the context of the
effects of IT on macroeconomic performance.
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Area countries would have faced a more favorable inflation output variability tradeoff

without the Euro. To this end we propose a novel empirical research design that is coherent

with the bulk of theoretical IT frameworks and tackles the endogeneity issue that comes

along with a monetary regime change such as the adoption of the Euro. Furthermore, we

take advantage of a more extensive dataset than that available to previous work to explore

possible heterogeneities in the responses to monetary regimes across countries and time.

Our research design involves several steps. First, we build a panel data set with obser-

vations on the unconditional variance of inflation deviations from target and of the output

gap for twenty OECD countries over the sample period 1985 to 2019. We also estimate

the variance of the structural supply and demand shocks for each country by the help of

a Structural Vector Autoregression (SVAR). Second, as a clear novelty compared to the

existing empirical literature on IT, we jointly condition the tradeoff between inflation and

output gap variability on the variability of structural shocks using a set-up taken from

the quantitative analysis of production processes (see, e.g., Kumbhakar, 2012, 2013). In

brief, we interpret the variability of inflation and output gap of each country as jointly

determined inputs and the variability of structural supply and demand shocks of each

country as exogenous outputs, or, more generally, as shifters. Third, in order to establish

whether Euro adopters, on average, have been worse off by adopting this monetary regime,

we first utilize a difference-in-differences (DiD) approach. However, as discussed in the IT

literature (see, e.g., Ball, 2010), the choice of adopting the Euro might have been affected

by initial conditions and therefore be subject to endogeneity. This can be interpreted as

a violation of the parallel trends assumption between the treated (Euro Area countries

after the adoption of the Euro) and the control group (the countries taken to construct

the counterfactual), which is required by the DiD approach. In consequence, the estimates

obtained via the DiD approach may be biased. Therefore, we test for the parallel trends

assumption and also consider the lagged dependent variable (LDV) model (for a detailed
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discussion see Angrist and Pischke, 2009). The latter requires less stringent identification

assumptions and controls for potential endogeneity of the Euro adoption.

We find that adopting the Euro worsened the macroeconomic performance of Euro

countries on average. More precisely, when we account for the possibility that the effects

of the Euro may vary over time, we find that the adoption of the Euro on average worsened

macroeconomic performance only in the periods of the Financial Crisis and the European

Sovereign Debt Crisis. Furthermore, for the Euro Area as a whole the detrimental effect of

the Euro ceases after Mario Draghi’s announcement about ‘whatever it takes to preserve

the Euro’ and the ECB’s enactment of more intense and additional unconventional policies

such as the outright monetary transactions (OMTs), the targeted longer-term refinancing

operations (TLTROs) and the expanded asset purchase program (EAPP). Therefore we

interpret our findings as evidence that these measures have been effective in reducing

inflation and output variability for the Euro Area as a whole. These measures may have

credibly signaled that the ECB was going to act as ‘buyer of last resort’ (Acharya et al.,

2017), i.e., what De Grauwe (2012) describes as a lender of last resort in the government

bond markets.

Disaggregating the analysis across country groups shows that the detrimental effect of

the Euro is more severe in peripheral countries. In addition, while this effect of the Euro

becomes insignificant for the core of the Euro Area in the period of the above mentioned

policy interventions, it remains significant for the peripheral countries until 2016Q1. These

findings suggest that structural differences among Euro Area countries are a key element

of the detrimental effect of the Euro and that monetary policy in the Euro Area during

the crises period was best characterized as a ‘one size must fit all’ policy. The findings

are consistent with Burriel and Galesi (2018) who find that the effects of ECB’s unconven-

tional monetary policy measures on Euro Area countries are heterogeneous and related to

Barigozzi et al. (2014) and Georgiadis (2015) who provide evidence for asymmetric effects
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at the country level to common monetary policy shocks in the Euro Area.

Our study is also related to the literature that uses a Taylor (1979) curve to evaluate

macroeconomic performance. Cecchetti et al. (2006) evaluate macroeconomic performance

for single countries, based on a comparison between two different subsamples of the radial

distance of actual unconditional variances from the optimal variances implied by the Taylor

(1979) curve. Mishkin and Schmidt-Hebbel (2007) extend the approach used by Cecchetti

et al. (2006) to a multi-country level, utilizing a dynamic panel with fixed effects estimated

through GMM in order to infer on the macroeconomic implications of IT. However, as

illustrated by Angrist and Pischke (2009), identification in a panel with lagged variables

and fixed effects is problematic when the policy is endogenous to initial conditions. Olson

and Enders (2012) have also made use of a Taylor (1979) curve framework, but use a

different metric to measure the distance between observed and optimal variances compared

to Cecchetti et al. (2006). Furthermore their analysis is conducted exclusively for the US.

Unlike this literature, our research design does not require explicit assumptions on

whether monetary policy in the examined countries is best described by optimal monetary

policy or by a simple Taylor (1993) rule. Rather the opposite, our framework encompasses

both the inflation output variability tradeoffs implied by optimal monetary policies and

by simple Taylor (1993) rules. Besides, in our empirical analysis we explicitly link the

jointly determined variability of inflation and output gap to exogenous supply and demand

shocks.

Note that there is also a large literature that interprets the Taylor (1979) curve as a

policy menu. According to this view, a central bank can choose output variability relative

to inflation variability on this tradeoff. The central bank trades a reduction of output

variability for an increase in inflation variability (see, e.g., Chatterjee, 2002; Olson and

Enders, 2012). Our paper estimates actual and counterfactual inflation output variability

tradeoffs for the Euro Area to examine whether Euro Area countries would have faced
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lower output and inflation variability without the Euro.

The remainder of the paper is organized as follows. In Section 2 we outline the theoret-

ical framework on which we base our empirical strategy. Section 3 describes the empirical

implementation and the data in use. Section 4 presents the main results based on the DiD,

while Section 5 contains our extensive robustness analyses. Section 7 concludes.

2. Theoretical Framework

We start out by briefly elaborating the theoretical inflation output variability tradeoff

in the context of the New Keynesian model. We take the latter as a benchmark for

measuring and comparing macroeconomic performance and argue that the inflation output

variability tradeoff exists for optimal discretionary monetary policy as well as monetary

policy described by a Taylor (1993) rule. Then, we develop a theory-based empirical

framework to estimate the inflation output variability tradeoffs in economies independent

of any assumption about the type of monetary policy.

Frameworks for measuring and comparing macroeconomic performance in theory are

routinely based on loss functions. A popular approach is to consider ad hoc period loss

functions such as

L = π2
t + ωxx

2
t , (1)

where π2
t denotes the deviation of inflation from an inflation target and xt denotes the

deviation of the output gap from steady state. Parameter ωx captures the central bank’s

preference for output gap relative to inflation stabilization. Moreover, assume that the

aggregate economy is best approximated by a standard New Keynesian model under the

rational expectations hypothesis.6 Under optimal discretionary monetary policy (as elab-

6See Galí (2015) or Woodford (2003) for more details on this model.
7



orated in Clarida et al., 1999), the central bank minimizes (1) subject to the aggregate

economy in each period. One can show that the minimum state variable solution of this

model then implies the following long-run relationships in unconditional variances

σ2
π,∗ = a2πσ

2
e (2)

σ2
x,∗ = a2xσ

2
e , (3)

where et is an exogenous supply disturbance assumed to be et ∼ iid(0, σ2
e).7 In short, (2) to

(3) show that both the optimal variances of inflation and output gap depend on the supply

shock variance. Moreover, one can verify that the larger the central banks’ preference for

output gap stabilization, ωx, the lower σ2
x,∗ and the larger σ2

π,∗.

Likewise, the economic structure impacts the shape of the Taylor Curve. Particularly

the degree of price stickiness is a crucial determinant of the slope of the New Keynesian

Phillips curve and therefore of the tradeoff. For given ωx, if prices are more sticky, this has

two effects: first, while the output gap variance declines, the inflation variance increases.

Second, if the Taylor Curve is interpreted as a policy menu, the tradeoff improves in the

sense that the rate of exchange at which a central bank can trade output gap variance for

a unit of inflation variance declines. Thus, a central bank has to tolerate less additional

inflation variance to reduce output gap variance by the same amount. The same holds for

simple policy and given φπ rule (4) discussed below.

Figure 2a depicts this concept for the case of the US. The variation of ωx allows one

to depict the Taylor (1979) curve, FUSA,∗, which can be thought of as an efficient frontier.

The idea is that country-specific supply shocks hit an economy and, given the structure of

the economy, create a domestic tradeoff between inflation and output variability. In theory,

a domestic central bank, e.g., the Federal Reserve (Fed), can conduct optimal policy and

7See Appendix A for the details.
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locate the economy on the tradeoff, Fedoptimal in Figure 2a.

When it comes to measuring the macroeconomic performance, in practice, the efficient

frontier can be estimated, for instance, via a parsimonious reduced form VAR with a

supply and demand equation, including reduced form shocks. Such a frontier states an

approximation of optimal monetary policy.8 Actual observed variability in inflation and

the output gap will routinely indicate that the economy is to the right of an estimated

efficient inflation output variability tradeoff, Fedactual in Figure 2a. Therefore a central

bank’s monetary policy can be classified as sub-optimal.9
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(a) Stylized optimal tradeoff for the USA
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the USA

Figure 2: Illustration of the inflation output variability tradeoff

However, what if monetary policy in a country is not appropriately described by optimal

monetary policy, but may be better approximated by a simple Taylor (1993) rule? The

8‘Three or four estimated equations are crucial for the Taylor economic model but the economy as a
whole is determined by millions of equations. At most, we could hope to get a rough picture of it.’ (Friedman,
2010, p.116).

9A frequently applied approach to measuring macroeconomic performance is based on the distance
of actual variability in inflation and output gap, σ2

π,USA,t and σ2
x,USA,t from the model-implied optimal

tradeoff, σ2
π,USA,∗ and σ

2
x,USA,∗, at certain points in time (see, e.g., Cecchetti et al., 2006). One can then

repeat such an exercise for a panel of countries and compare measures of macroeconomic performance for
different countries at different points in time.
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latter is a flexible way of describing monetary policies in theory. For instance, it can also

involve terms for observed monetary policy inertia, feedback to real economic activity or

exchange rates. Therefore, such rules may be a more suitable description of monetary

policy for many countries.

As we discuss next, under such a Taylor (1993) rule, there is still an inflation output

variability tradeoff. However, this tradeoff is neither optimal, nor is it captured by the

approach pursued in Cecchetti et al. (2006) and related studies, which explicitly assume

optimal monetary policy. For instance, consider the simple interest rate rule10

it = φππt, φπ > 0. (4)

The minimum state variable solution under policy (4) then implies the following long-run

relationships in unconditional variances

σ2
π = b2π,eσ

2
e + b2π,gσ

2
g (5)

σ2
x = b2x,eσ

2
e + b2x,gσ

2
g , (6)

In contrast to (2) and (3), also demand shocks affect the unconditional variances of inflation

and output gap in (5) to (6). The reason for this is, that unlike in the case of optimal

policy, a simple rule does not necessarily offset the effects of demand shocks. In addition,

the smaller the central bank’s coefficient on inflation, φπ ∈ (1,∞], the lower σ2
x and the

larger σ2
π.11 Thus, there exists an inflation output variability tradeoff, although the latter

is based on the simple interest rate rule (4). The challenge is then to develop an empirical

framework that is flexible enough to encompass both the tradeoffs implied by optimal and

10Notice that the same arguments holds, if we would consider a rule that also involves feedback to the
output gap, i.e., it = φππt + φxxt, φx > 0.

11It is well known that this model lacks a determinate rational expectations equilibrium for φπ ≤ 1.

10



simple monetary policy.

In this paper, we propose an empirical framework to tackle this challenge. We assume

that a inflation output variability tradeoff exists independently of the specific monetary

policy in a certain country. Coming back to the example of the Fed in Figure 2, actual

variances observed for the USA may be the result of optimal or sub-optimal monetary

policy, but a tradeoff exists at any rate, see Figure 2b. We solely assume that, consistent

with the above theory, an exogenous supply shock shifts output and inflation in opposite

directions and determines both the variability of inflation and output. Moreover, a stronger

central bank preference for inflation stabilization, i.e., lower ωx, or, a higher coefficient on

inflation in the interest rate rule, φπ, implies a higher variability of output and a lower

variability of inflation. Using observations for more countries at different points in time,

our framework allows us to fit a convex curve as depicted in Figure 3, which is shifted by

changes in the variance of supply shocks.
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Figure 3: Illustration of the estimation of the tradeoff by a translog transformation function

Our empirical strategy builds on tools developed in the quantitative production analy-

sis. We use a specification based on a translog transformation function (TTF). Kumbhakar

(2012, 2013) shows that an input-oriented TTF can be used to model the determination of

one or more endogenous production inputs, for exogenous production outputs, and technol-
11



ogy. Here we use the input-oriented TTF to model the joint determination of the endoge-

nous variances of inflation and output gap (i.e., the two inputs in the TTF framework), for

a given variance of an exogenous structural supply shock (i.e., a single output or shifter

in the TTF framework) and a given monetary policy. In this way, the macroeconomic

performance of different countries can be gauged controlling for country-specific supply

shocks. As we show in Appendix A, we can obtain the following empirical specification

− ln(σ2
x) = α0 + αe ln(σ2

e) + αg ln(σ2
g)

+ (1/2)
[
αe,e ln(σ2

e)
2 + 2αe,g ln(σ2

e)× ln(σ2
g) + αg,g ln(σ2

g)
2
]

+ β2 ln(σ2
π/σ

2
x) + (1/2)β2,2

[
ln(σ2

π/σ
2
x)
]2

+ γe,2 ln(σ2
e)× ln(σ2

π/σ
2
x) + γg,2 ln(σ2

g)× ln(σ2
π/σ

2
x) + v. (7)

The above function is normalized with respect to σ2
x, but exactly the same econometric

results would be obtained by normalizing on σ2
π. Furthermore, provided that shifters are

exogenous, the presence of σ2
x (in the σ2

π-σ2
x-ratio) among the regressors does not make OLS

estimates inconsistent (see Kumbhakar, 2012, 2013, for a formal treatment of this issue).

Estimating (7) allows one to test whether a tradeoff between the variability of output

and inflation actually exists in the data. Note that conditionally on the existence of this

tradeoff, estimation of (7) uses the statistical information on macroeconomic performance

more efficiently than the usual estimates based on either inflation or output gap variability

alone. The reason is that in this set-up one can use the variability of the output gap

(respectively inflation) to model the variability of inflation (respectively output gap).

3. Empirical Implementation

Our goal is to estimate the inflation output variability tradeoff for a number of countries

i = 1, ..., N over time t = 1, ..., T based on (7). However, the empirical implementation of
12



(7) is not obvious. In principle, as said above, one can consistently estimate the inflation

output variability tradeoff by a two-way fixed-effect model, i.e.,

− ln(σ2
x,i,t) = αe ln(σ2

e,i,t) + αg ln(σ2
g,i,t)

+ (1/2)
[
αe,e ln(σ2

e,i,t)
2 + 2αe,g ln(σ2

e,i,t)× ln(σ2
g,i,t) + αg,g ln(σ2

g,i,t)
2
]

+ β2 ln(σ2
π,i,t/σ

2
x,i,t) + (1/2)β2,2

[
ln(σ2

π,i,t/σ
2
x,i,t)

]2
+ γe,2 ln(σ2

e,i,t)× ln(σ2
π,i,t/σ

2
x,i,t)

+ γg,2 ln(σ2
g,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) + αi + δt + εi,t, (8)

where we assume vi,t = αi+δt+εi,t. εi,t is a stochastic error term, αi a fixed effect aimed at

capturing unobserved time invariant country factors and δt can be thought of as a flexible

(nonlinear) time trend, i.e., a common unobserved factor (shock) affecting all countries by

the same amount (for further details see Smith and Fuertes, 2016).

Yet, some major challenges emerge with regard to the estimation of (8). First, con-

sistent with theoretical inflation output variability tradeoff, we require observations of the

variances of inflation deviation from target, of the output gap, and of the structural sup-

ply shock. This in turn implies some de-trending of the inflation and output data and

the derivation of structural supply and demand shocks for each country. We estimate the

latter by SVARs. Moreover, we want to examine the effect of the Euro monetary policy

on macroeconomic performance of Euro Area countries after they have adopted the Euro

relative to a comparable set of countries without the Euro. Hence, we need to develop

an identification strategy for the effect of the Euro on macroeconomic performance. We

address these issues below.12

12We are aware that in principle this approach (see, e.g., Peersman, 2004; Olson and Enders, 2012) is
subject to the Lucas critique. The empirical significance of this critique is however an unsettled issue. In a
set-up comparable to ours, Olson and Enders (2012, p.1290) argue, relying on Favero and Hendry (1992),
Ericsson and Irons (1995), Hendry (2002), Estrella and Fuhrer (2003), that the Lucas critique is likely
to have little effect on the estimation of SVARs. We address the Lucas critique and related robustness
concerns in Section 5.
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3.1. Data and Estimation of Structural Shocks

Our dataset includes quarterly observations of the consumer price index and real GDP

for N = 20 member countries of the Organization for Economic Cooperation and De-

velopment (OECD) over the period 1984Q1-2019Q4. The source is the OECD database.

The countries are Australia, Austria, Belgium, Canada, Denmark, Finland, France, Ger-

many, Ireland, Italy, Japan, Netherlands, New Zealand, Norway, Portugal, Spain, Sweden,

Switzerland, UK and US. As in Ball (2010), we have chosen all countries with population

above one million that were members of the OECD in 1985 (beginning of the Great Mod-

eration). Inflation is calculated as the year-to-year percentage difference of the consumer

price index (all items).

In the estimation of the structural supply shocks, we require a measure of monetary

policy. For the nominal interest rate, we rely on the following indicators. For the USA we

use the Shadow Rate developed by Wu and Xia (2016) since the beginning of the sample.

While in normal times it shadows the effective federal funds rate, at the zero interest-rate

lower bound it is aimed to represent unconventional policies adopted by the central bank.

Next, for the UK, we use the treasury bill rate up to 2004Q3, then using the corresponding

shadow rate developed by Wu and Xia (2016).13 Finally, for the Euro Area countries, we

use the money market rate until 1998Q4. Then, up to 2004Q3, we use the common ECB

refinancing rate, and thereafter we use the Euro Shadow Rate developed by Wu and Xia

(2016). For the non-Euro OECD countries other than the UK or the US, we use the money

market rate up to 2004Q3, and then, since afterwards no shadow rate is available, we use

a quarterly measure of the overnight bank rate.14

13Using the shadow rate provided by Krippner (2013, 2015) does not alter the main results of this paper.
Results are reported in Apppendix D.

14Ciccarelli et al. (2013) make a similar choice and use the EONIA for Euro Area countries in recent
years, since before the crisis it was indistinguishable from the main refinancing operations (MRO) rate,
while after the adoption of unconventional policies it dropped below the MRO rate, being more sensitive
to the unconventional policies.
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In order to compute the variances of output gap and inflation deviation from target, we

use a filter recently proposed by Hamilton (2018), which avoids the potentially spurious

persistence in the cyclical component implied by the traditional Hodrick and Prescott

(1997) (HP) filter. However, Hodrick (2020) shows that, while Hamilton’s (2018) filter

performs better in identifying the cyclical components in time series environments in which

the first-differenced series is stationary, the HP performs better if the time series become

more complex such as when it is generated from an unobserved components model. Hence,

choosing among the two filters depends on the nature of the series under scrutiny, which

may not always easy to ascertain. Given this uncertainty, we also assess robustness of our

main results with respect to the choice of filter by employing a one-sided HP filter.15

Our main results are based on a measure for the output gap that is the difference in

the log of real gross domestic product from its trend value computed through the Hamil-

ton (2018) filter, while inflation deviations from target are calculated as the year-to-year

percentage difference of the consumer price index (all items) minus its trend value com-

puted through the same filter. Here we assume that the filter-measured trend is able to

capture the explicit or implicit inflation target of the countries considered. This choice

is motivated by the fact that we do not observe an explicit target in all countries of the

sample. Moreover, in the short run, for instance, during the recent crisis, central banks

may deliberately tolerate a deviation from the explicit target, which is a long-run concept

by definition. Put differently, there may be an implicit short-run target different from the

explicit long-run target and the implicit target represented by the filter-measured trend

may provide a better representation of it. This approach is common in the literature (see,

for instance, Olson and Enders (2012), where a HP filter is adopted).

Next, we base the derivation of the structural supply and demand shocks on a Bayesian

15In contrast to the two-sided HP filter, the one-sided HP filter only uses current past states to compute
the current observation.
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VAR model with four lags and incorporating stochastic volatility (Cogley and Sargent,

2005). Taking stochastic volatility of the underlying VARs into account is especially im-

portant in our empirical setup since the variance of demand and supply shocks may change

over time. The structural shocks are identified via sign restrictions. To identify the supply

shock, we impose that the impulse response is positive for inflation, while it is negative

for output throughout the first four quarters. In contrast, to identify the demand shock,

we impose that the impulse response of both inflation and output are positive for the first

four quarters. Our identification strategy may be viewed as another source of uncertainty

surrounding our main results. For this reason, we also assess robustness of our main re-

sults with regard to the identification strategy. In this case, as an alternative we employ

timing restrictions to derive the structural shocks. Notably, we identify the two shocks via

a Cholesky decomposition, where we order inflation as first, output gap as second and the

nominal interest rate as last variable. Further details on the specification of the VAR and

the shock identification assumptions can be found in Appendix B.

Finally, it must be pointed out that the structural shocks and their variance are by

construction orthogonal to the information set available to policy decision makers. It

follows that the shock variances are exogenous shifters (regressors) in the sense assumed

by Kumbhakar (2012, 2013). Accordingly equation (8) and its variants to be considered

below can be consistently estimated through OLS. Orthogonality of the shock variances to

the information set of the VAR also implies that no correction for sampling uncertainty

is necessary for the OLS standard errors. Indeed, Coibion and Gorodnichenko (2012) and

Miyamoto et al. (2018) show that the sampling uncertainty from the first-stage estimates

does not affect the asymptotic variance of the second-stage estimates in this case.

3.2. Identification of the Effect of the Euro on Macroeconomic Performance

It will be recalled that our basic observations are the variances of inflation deviations

from target, output gaps, and structural supply and demand shocks. In order to compute
16



these variances, we have divided the sample into ten periods highlighted in Table 1. The

intention is to compute variances over a sufficiently long time window. Our chosen sub-

periods also seem to satisfy the need to single out interesting economic episodes. We end

up with a panel dataset of dimension N × T = 20× 10 = 200.

Our baseline specification is a DiD approach, where our aim is to infer whether the

adoption of the Euro and its new monetary framework has on average improved the macroe-

conomic performance for the Euro Area countries. We augment the two-way fixed effect

model (8) by a dummy Ei,t, which is equal to zero for all countries and one for Euro

countries when the policy is implemented. Equation (8) can be written more compactly as

Yi,t = αi + δt + βEEi,t + Ω′Xi,t + εi,t, (9)

where βE represents our estimate of interest as it captures the impact of the Euro adoption

on macroeconomic performance. Yi,t is the dependent variable, Xi,t contains all the right

hand side variables shown in equation (8) and Ω is the corresponding vector of parameters

to be estimated. The key assumption here is that of parallel trends, i.e., the average out-

come for treated and control group would have followed the same trend without treatment.

Under this assumption and with non-random policy assignment, the following conditional

independence assumption (CIA) can be written:

E(Y0,i,t | αi, δt, Xi,t, Ei,t) = E(Y0,i,t | αi, δt, Xi,t). (10)

Equation (10) states that unobserved confounders are fully captured by the two way fixed

effect model. In other words, it means that the assignment is determined only by the coun-

try plus time fixed effects and control variables Xi,t, where the latter cannot be influenced

by the policy. βE represents the average treatment on the treated (ATT).16

16The treatment effect identified by a non-random DiD is the ATT (see, e.g., Athey and Imbens, 2006).
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When there is a treatment regarding a multiplicity of periods, one way to assess the

appropriateness of the parallel trends assumption within the DiD is to allow for leads and

lags of the treatment, which can be written as

Yi,t = αi + δt +

q∑
j=−m

βE,jEi,t=T0+j + Ω′Xi,t + εi,t, (11)

where T0 is the implementation date of the Euro, i.e., 1999Q1. Thus, instead of estimating

a single post-treatment effect of the policy, we estimatem leads (pre-treatments) and q lags

(post-treatments) of the policy effect. If k coincides with the date of the Euro adoption,

m to k−1 would coincide with the pre-treatment period (i.e., the leads). Proposed for the

first time by Autor (2003), this is defined by the literature as a placebo experiment, where

one pretends that the implementation of the policy took place earlier than in reality. The

test proposed by Autor (2003) would then be βE,j = 0 ∀j < 0. This cannot be considered

a proper (over)identification test. Since it is based only on the pre-treatment period (i.e.,

there is no guarantee that trends continue to be parallel after the treatment), the null can

be rejected because of two not mutually exclusive reasons: first, the policy effect might

have been anticipated by the economy, and thus cannot be safely ascribed to the policy

itself; second, the parallel trends assumption is not a satisfactory basis for the identification

of policy effects. In both cases, however, the estimation of (11) yields useful information

on the appropriateness of the DiD approach.

Moreover, if the ATT is not constant over time after policy implementation, the mod-

elling of βE,j, j ≥ 0, allows us to have estimates of the time-varying impact of the policy

regime change. This specification is of great policy interest in our empirical application as

it allows one to assess whether the impact of the monetary policy regime changes after the

inception of the Great Recession.

At any rate supposing that the effects of unobserved confounders is fully controlled
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by the two way fixed effect model is often restrictive. Ashenfelter (1978) and Ashenfelter

and Card (1985) have for example found, in a labor market context, that participants to

a government-sponsored training program have earning histories that have a pre-program-

dip. Indeed, the literature aimed at evaluating the change in macroeconomic performance

due to IT almost unanimously consider its adoption as endogenous. In particular, policy

assignment is seen as dictated by previous economic conditions (see Ball, 2010, for an

interesting survey of the literature). Since the adoption of the Euro may be subject to such

considerations, we also resort to an alternative specification to corroborate our results.

In order to check the sensitivity of the ATT estimates, we therefore consider the LDV

model, where it is possible to avoid reliance on the parallel trends assumption, and, at

the same time, to control for past outcomes (O’Neill et al., 2016). The LDV model can

generally be specified as follows

Yi,t = αi + δt + βEEi,t + Ω′Xi,t + θ′Yi,t−h + εi,t. (12)

In this case the sample starts at the date of the Euro adoption denoted as T0. Moreover,

note that this is not a dynamic model, since we are conditioning on a fixed vector of pre-

treatment responses Yi,t−h, where t−h spans the period from t− 1 to the earliest available

observation. In this case, the less stringent conditional independence assumption is

E(Y0,i,t | δt, Yi,t−h, Xi,t, Ei,t) = E(Y0,i,t | δt, Yi,t−h, Xi,t),

where we assume that conditional on past outcomes and time fixed effects, the potential

outcomes are independent of the treatment status. Moreover, given that past outcomes

are influenced by observed and unobserved components, with a long pre-treatment period,

as in our case, the pre-treatment variables (i.e., the fixed vector of pre-treatment responses

Yi,t−h) represent a proxy for controlling for unobserved time-varying heterogeneity.
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Also in the LDV case, adopting the Autor (2003) multiple-effect framework makes

it possible to analyze whether the Euro monetary policy has had heterogeneous effects

through time. Equation (13) provides a companion to (11) for the LDV model,

Yi,t = δt +

q∑
j=0

βE,jEi,t=T0+j + Ω′Xi,t + θ′Yi,t−h + εi,t. (13)

The DiD and the LDV model are not nested. So, we cannot take one of the two as a special

case of the other. But if they give broadly similar results, we might be more confident about

evidence obtained on our estimate of interest.17

Finally, it is often argued that there are two rather distinct country groups within the

Euro Area. The periphery is believed to be structurally different from the core in many

aspects (see, e.g., De Grauwe and Ji, 2013). This could be a potential explanation of

why monetary policies by the ECB face a problem of ‘one size must fit all’ (Issing, 2001)

rather than being characterized by ‘one size fits all’ (Issing, 2005). In order to shed light

upon this important matter, we conduct a subsample analysis for the core and periphery

countries, and present results for these groups as well as for the Euro Area as a a whole.

In our analysis, the core consists of Austria, Belgium, Finland, France, Germany, and the

Netherlands. The periphery is comprised by Italy, Ireland, Portugal, and Spain, which are

the countries in our sample that experienced a sovereign debt crisis.

4. Main Results

The first three columns of Table 2 present the baseline results for the DiD specification

(9). First, notice that the coefficient for the ratio of the variability of inflation to output gap,

17An apparently ideal strategy, where for simplicity we do not consider time fixed effects, would be to
condition on both LDV and unobserved time invariant effects (i.e., fixed effects), to obtain an even weaker
CIA: E(Y0,i,t | αi, Yi,t−h, Xi,t, Ei,t) = E(Y0,i,t | αi, Yi,t−h, Xi,t). However, as discussed in Angrist and
Pischke (2009), this combined approach requires very stringent econometric conditions for identification.
In this empirical study, we therefore utilize the DiD and LDV approaches and compare the results obtained
through each of them.
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β̂2, is highly significant in all columns, in line with the considerations developed at the end

of Section 2. Next, the coefficient for the non-linear term, β̂2,2, is not significantly different

from zero. Yet, this is not necessarily evidence against a convex inflation output variability

tradeoff for the Euro Area as a whole, as well as for the core and the periphery.18 Second,

the coefficient α̂e shows that the variance of the supply shock has a highly significant

impact on the location of the tradeoff in all the Euro Area, the core and the periphery.

It has a negative sign, α̂e < 0, therefore, the larger the variance of the supply shock, the

larger the variance of inflation and the output gap.19 Finally, demand shocks appear to

have some impact on the location of the tradeoff in all the Euro Area, the core and the

periphery. In sum, the significant coefficient estimates are evidence for the existence of

an inflation output variability tradeoff for the Euro Area consistent with the theoretical

tradeoff discussed in Section 2.

Most importantly, the coefficient for the dummy on Euro adoption, β̂E , is significant

for all the Euro Area, the core, and the periphery. A negative sign for β̂E means that, on

average, Euro adopters have been worse off due to adopting this monetary regime.

We can provide some further interpretation for the coefficient estimates. For instance,

for β̂E = −0.605 follows that exp(β̂E) ≈ 0.55. The latter can be interpreted as the ratio of

the Euro Area (post-Euro introduction) and control group transformation functions. Thus,

the inverse of this ratio is ≈ 1.83 and means that, conditionally on the supply and demand

shock variances, the Euro Area has a joint variance of inflation and output, which is around

83% larger than that of the control group. Likewise for the core and the periphery this

variance was respectively 75% and 94% larger.

18Based on Diewert and Wales (1987), we have assessed whether the estimated coefficients imply a vio-
lation of the convexity assumption for our sample. To that end, we have checked whether the observation-
specific Hessian matrix with respect to the variances of inflation and output is negative semi-definite for
each observation. This is the case for the vast majority of observations and we conclude that our estimates
are consistent with a convex tradeoff.

19Appendix C contains details on the interpretation of the coefficient estimates.
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Finally, notice the p-values for the Ramsey (1969) Reset test. Under this test, rejection

of the null provides clear evidence of misspecification, especially in the form of omitted

variables (Godfrey and Orme, 1994). However, the null, i.e., omitted variables being or-

thogonal with respect to the included variables, is never rejected. Therefore, we cannot

find evidence that estimates of equation (9) suffer from misspecification.

In the next three columns of Table 2, we present results for the specification (11),

where we include lags of the treatment, along the lines of Autor (2003). This exercise

allows us to provide a more articulated economic interpretation of the basic finding of a

detrimental effect of the Euro. Consider the fourth column in Table 2, which relates to

the Euro Area as a whole. Compared to the previous results, three observations stand out.

First, there is again significant and well-specified evidence in favor of an inflation output

variability tradeoff consistent with the theoretical tradeoff developed in Section 2. Second,

coefficients β̂E,0 and, β̂E,2, β̂E,3 and β̂E,4 relating to periods including the Financial Crisis, the

European Sovereign Debt Crisis, and the period of Mario Draghi’s ‘whatever it takes’ and

OMTs announcements and the EAPP announcement and implementation are significant,

while β̂E,5, relating to the time after this policy turnaround, is insignificant.20 We interpret

these findings as evidence that the impact of the Euro adoption has changed over time.

The inflation output variability tradeoff for the Euro Area countries is worse during the

crisis period (relative to the control group) until the ECB’s 2012 policy turnaround, but

not thereafter. The coefficient estimates can be interpreted as follows: exp(β̂E,0) ≈ 0.55,

exp(β̂E,2) ≈ 0.47, exp(β̂E,3) ≈ 0.35, and exp(β̂E,4) ≈ 0.57 imply that the Euro Area had a

joint variance of inflation and output, which is more than 80% (111%, 187%, 77%) larger

during 1999Q1 to 2002Q2 (2006Q1 to 2009Q2, 2009Q3 to 2012Q2, 2012Q3 to 2016Q1)

compared to the control group.21

20Strictly speaking, coefficient β̂E,4 only approaches significance at the customary levels, its p-value being
0.103.

21As anticipated in Subsection 3.2, we also tested the significance of the coefficients on the leads, β̂E,−3,
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The fifth and sixth column in Table 2 relate to the analysis on the core and periphery.

Their main features can be summed up by the following four remarks. First, throughout all

specifications the estimated coefficients regarding the inflation output variability tradeoff

are similar to the previous results. Second, again the Reset test does not give rise to

concerns about omitted variables or specification problems. Third, the effect of the Euro

on the core is less detrimental than for the Euro Area as a whole, except for period 5.

There is again a detrimental effect of the Euro, but once we allow for heterogeneous effects

of the treatment over time, the effect is observed in periods 8, but not in periods 9 and 10.

However, and fourth, the coefficient estimates for the periphery reveal differences vis-

à-vis the former results. From 2009Q3 onwards the detrimental effect of the Euro is more

severe in the periphery as the respective coefficients are larger in absolute value. This is

consistent with the asymmetric effects of shocks in the Euro Area as found in Barigozzi

et al. (2014), Georgiadis (2015) and Burriel and Galesi (2018). More crucially, the detri-

mental effect of the Euro ceases in the periphery only in period 10. Our findings can be

interpreted as evidence that the core has benefited significantly earlier from the monetary

policy turnaround occurring in 2012.

5. Robustness

The purpose of this section is threefold. First, we consider the LDV approach, which is

an alternative identification strategy for the ATT. Second, we assess the robustness of our

findings obtained via the DiD and LDV approach with regard to choice of the de-trending

method. Third, we present an additional robustness analysis relating to the identification

scheme in the estimation of the structural shocks.22

β̂E,−2, and β̂E,−1. The null hypothesis that these coefficients are all zero is not rejected either for the
baseline model, or for the robustness checks. Thus, anticipation effects and/or divergent trends between
treated and control group appear to play no role in driving our basic findings.

22Furthermore, in order to address the Lucas critique, we ran several Chow tests on (9) and the other
specifications and found no evidence of parameter instability. The potential breakpoints were taken at the
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5.1. Lagged Dependent Variable Approach

As already explained in Section 3, the LDV approach is one way to account for the

possibility that policy choices such as the Euro adoption depend on past economic perfor-

mance. This is indeed a plausible scenario and would imply an endogeneity bias for the

DiD approach. Further advantages of the LDV approach are that it does not require the

parallel trends assumption and that it controls for unobserved time-varying heterogeneity.

Inspection of the first, second and third column in Table 3, relating to the estimation

of equation (12), reveals that our key findings are qualitatively unchanged vis-à-vis the

previous ones. The estimates directly related to the inflation output variability tradeoff

are consistent with the previous findings, but demand shocks have a larger effect on the

tradeoff (in absolute value). Moreover, we find that the Euro dummy, β̂E , is significantly

different from zero for the Euro Area as a whole, the core, and the periphery. Clearly,

this is further evidence that, relative to the control group, countries with the Euro faced a

worse tradeoff. The usual calculation, exp(β̂E) ≈ 0.59, implies a joint variance of inflation

and output for all the Euro Area, which is more than 71% larger compared to the one in

the control group. For the core this variance is 36% larger and for the periphery it is 117%

larger. Thus, the quantitative implications of the treatment are in the same ballpark of

those obtained under the parallel trends assumption. In sum, our previous findings are

robust to relaxing the parallel trends assumption and following an alternative empirical

strategy that also controls for potential endogeneity of policy choices and unobserved time-

varying heterogeneity.

Consider now the fourth, fifth and sixth column of Table 3, which provide the results

from estimation of equation (13). Notice also that for this specification we cannot specify

ATT leads. As found above, the adoption of the Euro worsens the tradeoff at the occurrence

inception of the Euro, at the beginning of the Financial Crisis, and also at a previous stage when inflation
targeting had gained preeminence among central bankers. These tests are available upon request.
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of the European Sovereign Debt Crisis for the Euro Area as a whole, its core and its

periphery. Next, this detrimental effect remains significant for the Euro Area as a whole

and the periphery during the period, which starts with the Draghi announcement and

includes the OMTs announcement and the EAPP announcement and implementation.

Notice however that the detrimental effect ceases after the ECB’s 2012 policy turnaround.

These findings suggest that, relative to the control group, countries with the Euro faced

a worse tradeoff during the crises, and that this result is to a large extent driven by the

detrimental effect of the Euro on the periphery.

In sum, Table 3 shows that all our main findings are qualitatively unchanged vis-à-vis

the ones from Table 2, regardless of whether the ATT is modelled through a single variable

or through a string of lagged variables.

5.2. Using the HP filter

Another potential concern to the above presented results is that they depend on a

particular filter, i.e., the Hamilton (2018) filter. We address this concern by repeating our

analysis with the HP filter. In Tables 4 and 5 we provide estimates for this robustness

exercise. Both the DiD and LDV estimates from the first three columns in the respective

table are in line with the previous evidence. The Euro dummy, β̂E , is significantly different

from zero for the Euro Area as a whole and the periphery. The time patterns of the Euro

coefficients from the last three columns in Tables 4 and 5 are not perfectly aligned with

the corresponding coefficients in Tables 2 and 3. Also, more than in the previous tables,

this kind of evidence differs across DiD and LDV estimates. In particular, in Table 5 the

β̂E,5 coefficient is still significant for the periphery, unlike in Table 4 (and in any other

table). Its value, however, halves vis-à-vis the previous period. Overall, we do not obtain

evidence going against the main gist of the previous story, namely that the Euro Area’s

tradeoff worsens across the periods corresponding to the Financial Crisis and the European

Sovereign Dect Crisis, and then improves again.
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5.3. Shock Identification with Timing Restrictions

Finally, our results may depend on the identification strategy for the structural shocks.

Recall that all results reported so far are based on imposing sign restrictions on the impulse

response functions for inflation and output for four quarters. In this subsection, we assess,

whether our results critically hinge on this particular identification approach. To this

end, we repeat the analysis, but impose timing restrictions by applying the Cholesky

decomposition when identifying the structural supply and demand shocks. Therefore, the

sign and duration of the impulse response functions are unrestricted.

Tables 6 and 7 display the results for the DiD and LDV estimates. The coefficient

estimates related to the inflation output variability tradeoff are in line with our previous

estimates. Focusing on the treatment effects in the first three columns of both tables, it

appears that our main result, the detrimental effect of the Euro, is fully confirmed by both

the DiD and LDV estimates.

Likewise, columns four to six in both tables fully confirm the previously reported time

patterns from Tables 2 and 3. The Euro Area as a whole experienced a worse tradeoff

between inflation and output variability during the Financial and European Sovereign

Debt Crisis relative to the control group. With Mario Draghi’s ‘whatever it takes’ and

OMTs announcements and the EAPP announcement and implementation, this worsening

of the tradeoff disappears for the core, but not for the periphery (and, as said above, for

the Euro Area as a whole). Only after one more period the tradeoff significantly improves

again in those cases. Very uncharacteristically, the β̂E,5 coefficient for the core turns out

to be significant in period 10. Its value is however low and wholly in line with the results

from the other tables. All in all, we conclude that our baseline findings are left untouched

by the change in the identification strategy.
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6. Discussion

Summing up, we consistently find a detrimental effect of the Euro on macroeconomic

performance in period 8 (2009Q3 to 2012Q2), and, depending on the specification and filter

also in periods 5 (1999Q1 to 2002Q2), 7 (2006Q1 to 2009Q2) and 9 (2012Q3 to 2016Q1).

Moreover, we find that the detrimental effect of the Euro on macroeconomic performance

during crises is more severe in peripheral countries and does already disappear in period 9

in the core, but not in the periphery.

It is worth emphasizing that these findings are conditional on controlling for country-

specific supply and demand shocks in Euro Area and control group countries. Therefore,

bad luck does not strike us as a reasonable explanation of our findings.23

We surmise an interpretation of these results in terms of a monetary policy for the

Euro Area that can be denoted a ‘one size must fit all’ (Issing, 2001) monetary policy

during the start of the Euro Area (period 5) and a ‘one size fits all’ policy in period 6

(2002Q3 to 2005Q4) as the stabilizing channels of a currency union become more effective

(Issing, 2005). However, during the subsequent periods of crises (periods 7, 8 and 9) the

ECB’s policy can again be qualified as ‘one size must fit all’. Next, our finding that

the detrimental effect of the Euro for the whole Euro Area ceases in period 10 has two

implications. First, it suggests that the detrimental effect during periods 7, 8 and 9 is

directly related to periods of crises and so is our ‘one size must fit all’ judgment. This

is consistent with De Grauwe’s (2012) Eurozone fragility hypothesis. The ECB did not

immediately react to solvency concerns regarding some peripheral Euro Area countries

by signaling its willingness to act as ‘buyer of last resort’ on the market for bonds of

23It may be argued that in the context of our theoretical New Keynesian model above, discount factor
shocks, or, shocks to the financial market conditions may create variability of inflation and output at the
zero interest-rate lower bound as they might no longer be offset by monetary policy. Yet, to the extent
these other shocks move output and inflation in the same direction, we explicitly control for them, as our
demand shocks are identified by imposing exactly this sign restriction. Furthermore, Appendix D contains
a robustness exercise considering Ahir et al.’s (2023) financial stress index, which shows that our findings
are robust to controlling for financial market conditions.
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European governments, although this would have been a natural policy for independent

national central banks in these peripheral Euro Area countries. Second, we interpret our

finding that the detrimental effect of the Euro ceases for the whole Euro Area in period 10

meaning that the ECB finally acted in such a way to make clear that it was willing to act

as ‘buyer of last resort’. In turn, European sovereign debt markets calmed down, leading to

the disappearance of the detrimental effect of the Euro on macroeconomic performance not

only for the core, but also for the periphery. This narrative is also supported by empirical

work on the effects of these announcements on European sovereign debt markets (see, e.g.,

De Grauwe and Ji, 2013; Saka et al., 2015) and broadly consistent with the interpretation

of events, monetary policies and evidence surveyed in Dell’Ariccia et al. (2018).

To gain further understanding on these issues, it is also interesting to consider, through-

out periods 7 to 10, the evolution of the shadow rate developed in Wu and Xia (2016).

We depict this rate for the US and the UK as examples of the control group on the one

side and the Euro Area on the other side in Figure 4 below. We observe that the shadow
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Figure 4: Shadow Rates

rates in the control group countries moved below zero much earlier than in the Euro Area.
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On the other hand, the shadow rate for the Euro Area becomes consistently negative only

since mid 2013 and lines up with the other rates only toward the end of period 9 (early

2015; of course since that period, the shadow rate of the US - but not of the UK - began to

rise again). This stylized fact is broadly consistent with the interpretation we gave above

for our empirical evidence.

Finally, we would like to point to potential avenues for future research. We use the base-

line three-equation NK model as an illustrative motivation. Then we estimate the inflation

output variability tradeoff based on an aggregate demand and supply shock, motivated by

this baseline theoretical framework. However, the applied business cycle analysis routinely

employs medium- to large-scale DSGE models with seven (see, e.g., Smets and Wouters,

2007) or more shocks. Thus, one topic for future research could be to consider a larger

number of shocks derived from a medium-scale SVAR (see, e.g., Canova and Paustian,

2011). Next, a more general concern applies to both small- and medium-scale SVARs.

These models include a relatively small number of variables, which may render the esti-

mated shocks nonfundamental. However, increasing the number of variables without limit

is not feasible because of the curse of dimensionality. Thus, another topic for future re-

search would be to resort to large-scale models such as SFAVARs (see, e.g., Bernanke et al.,

2005) or large-scale BVAR models. Nevertheless, we are confident that our parsimonious

SVAR specification is not crucial for our results. Our findings are robust across different

econometric specifications, shock identification schemes, and, detrending methods. More-

over, the Ramsey (1969) Reset test is almost invariably insignificant in our regressions,

providing further evidence that variable omission is not likely to be a serious problem.

7. Concluding Remarks

This paper conducts a counterfactual analysis providing evidence that the inflation

output variability tradeoff of Euro Area countries deteriorated during the periods of the
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Great Recession and the European Sovereign Debt Crisis. This deterioration was more

severe and long-lasting for the peripheral countries of the Euro Area, while basically ceasing

with the Draghi and OMTs announcements as well as with the EAPP announcement and

implementation.

Our findings are based on a novel empirical strategy that is consistent with a theory-

based inflation output variability tradeoff whose position is influenced by structural supply

and demand shocks. We develop a panel data set for twenty OECD countries which

consists of variances for output gap and inflation deviations from target as well as variances

for the structural supply and demand shocks. The shock variances are estimated via a

structural model that uses sign restrictions to identify shocks. In the estimation of the

tradeoff, we model the joint determination of the variability of inflation and output by

structural shocks through a transformation function taken from the quantitative analysis of

production processes. The counterfactual evidence relating to ATT’s is robust throughout

various empirical specifications.

We interpret the higher inflation and output variability in the Euro Area during the

periods of crisis as evidence that the ECB measures during these periods have not been ef-

fective to reduce inflation and output variability to levels comparable with other economies.

The detrimental effect attenuates and finally vanishes after the Draghi announcement. This

suggests that the policy moves subsequent to Draghi’s ‘whatever it takes’ announcement

have been effective in reducing inflation and output variability in the Euro Area on average.

We argue that this is the case, because these moves credibly signaled that the ECB was

going to act as ‘buyer of last resort’.

Most importantly, our more detailed analysis shows that the detrimental effect of the

Euro was more severe for peripheral countries of the Euro Area. Moreover, while the

Draghi and OMTs announcements as well as the EAPP announcement and implementation

immediately had a beneficial effect on the macroeconomic performance of the core, this
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effect occurred much later for the periphery. Hence, structural differences between core

and periphery countries are likely to be the driving force behind the impact of the Euro.

Investigation about the nature and role of these structural differences must however be left

to future research.

31



References

Acharya, V. V., Pierret, D., and Steffen, S. (2017). Lender of Last Resort versus Buyer of Last Resort –
Evidence from the European Sovereign Debt Crisis. Working Paper.

Ahir, H., Dell’Ariccia, G., Furceri, D., Papageorgiou, C., and Qi, H. (2023). Financial Stress and Economic
Activity: Evidence from a New Worldwide Index. IMF Working Paper 217, International Monetary
Fund.

Angrist, J. D. and Pischke, J.-S. (2009). Mostly Harmless Econometrics: An Empiricist’s Companion.
Princeton University Press, Princeton, NJ.

Ashenfelter, O. (1978). Estimating the Effect of Training Programs on Earnings. Review of Economics
and Statistics, 60(1):47–57.

Ashenfelter, O. and Card, D. (1985). Using the Longitudinal Structure of Earnings to Estimate the Effect
of Training Programs. Review of Economics and Statistics, 67(4):648–660.

Athey, S. and Imbens, G. W. (2006). Identification and Inference in Nonlinear Difference-in-Differences
Models. Econometrica, 74(2):431–497.

Autor, D. H. (2003). Outsourcing at Will: The Contribution of Unjust Dismissal Doctrine to the Growth
of Employment Outsourcing. Journal of Labor Economics, 21(1):1–42.

Ball, L. (2010). The Performance of Alternative Monetary Regimes. In Friedman, B. M. and Woodford,
M., editors, Handbook of Monetary Economics, volume 3, chapter 23, pages 1303–1343. North Holland,
Amsterdam.

Ball, L. and Sheridan, N. (2005). Does Inflation Targeting Matter? In Bernanke, B. S. and Woodford,
M., editors, The Inflation-Targeting Debate, volume 32 of Studies in Business Cycles, pages 249–276,
Chicago and London. National Bureau of Economic Research, The University of Chicago Press.

Barigozzi, M., Conti, A. M., and Luciani, M. (2014). Do Euro Area Countries Respond Asymmetrically
to the Common Monetary Policy? Oxford Bulletin of Economics and Statistics, 76(5):693–714.

Bernanke, B. S., Boivin, J., and Eliasz, P. S. (2005). Measuring the Effects of Monetary Policy: A Factor-
Augmented Vector Autoregressive (FAVAR) Approach. Quarterly Journal of Economics, 120(1):387–
422.

Burriel, P. and Galesi, A. (2018). Uncovering the Heterogeneous Effects of ECB Unconventional Monetary
Policies Across Euro Area Countries. European Economic Review, 101(C):210–229.

Canova, F. and Paustian, M. (2011). Business Cycle Measurement with Some Theory. Journal of Monetary
Economics, 58(4):345–361.

Cecchetti, S. G., Flores-Lagunes, A., and Krause, S. (2006). Has Monetary Policy Become More Efficient?
A Cross Country Analysis. Economic Journal, 116(511):408–433.

Cecioni, M. and Neri, S. (2011). The Monetary Transmission Mechanism in the Euro Area: Has it Changed
and Why? Working Paper 808, Bank of Italy.

Chatterjee, S. (2002). The Taylor Curve and the Unemployment-Inflation Tradeoff. Business Review,
Q3:26–33.

Ciccarelli, M., Maddaloni, A., and Peydró, J.-L. (2013). Heterogeneous Transmission Mechanism: Mone-
tary Policy and Financial Fragility in the Eurozone. Economic Policy, 28(75):459–512.

Clarida, R. H., Galí, J., and Gertler, M. (1999). The Science of Monetary Policy: A New Keynesian
Perspective. Journal of Economic Literature, 37(4):1661–1707.

Cogley, T. and Sargent, T. J. (2005). Drift and Volatilities: Monetary Policies and Outcomes in the Post
WWII U.S. Review of Economic Dynamics, 8(2):262–302.

Coibion, O. and Gorodnichenko, Y. (2012). What Can Survey Forecasts Tell Us about Information Rigidi-
ties? Journal of Political Economy, 120(1):116–159.

32



De Grauwe, P. (2006). What Have we Learnt about Monetary Integration since the Maastricht Treaty?
Journal of Common Market Studies, 44(4):711–730.

De Grauwe, P. (2012). The Governance of a Fragile Eurozone. Australian Economic Review, 45(3):255–268.
De Grauwe, P. and Ji, Y. (2013). Self-Fulfilling Crises in the Eurozone: An Empirical Test. Journal of

International Money and Finance, 34(C):15–36.
Dell’Ariccia, G., Rabanal, P., and Sandri, D. (2018). Unconventional Monetary Policies in the Euro Area,

Japan, and the United Kingdom. Journal of Economic Perspectives, 32(4):147–172.
Diewert, W. E. and Wales, T. J. (1987). Flexible Functional Forms and Global Curvature Conditions.

Econometrica, 55(1):43–68.
Ericsson, N. R. and Irons, J. S. (1995). The Lucas Critique in Practice: Theory without Measurement.

International Finance Discussion Papers 506, Board of Governors of the Federal Reserve System.
Estrella, A. and Fuhrer, J. C. (2003). Monetary Policy Shifts and the Stability of Monetary Policy Models.

Review of Economics and Statistics, 85(1):94–104.
Favero, C. A. and Giavazzi, F. (2008). Should the Euro Area be Run as a Closed Economy? American

Economic Review, 98(2):138–145.
Favero, C. A. and Hendry, D. F. (1992). Testing the Lucas Critique: A Review. Econometric Reviews,

11(3):265–306.
Friedman, M. (2010). Trade-offs in Monetary Policy. In Leeson, R., editor, David Laidler’s Contributions

to Economics, chapter 7, pages 114–127. Palgrave Macmillan, London.
Galí, J. (2015). Monetary Policy, Inflation, and the Business Cycle: An Introduction to the New Keynesian

Framework and Its Applications. Princeton University Press, Princeton, NJ, Second edition.
Georgiadis, G. (2015). Examining Asymmetries in Monetary Policy Transmission in the Euro Area: Evi-

dence from a Mixed Cross-section Global VAR Model. European Economic Review, 75:195–215.
Godfrey, L. G. and Orme, C. D. (1994). The Sensitivity of Some General Checks to Omitted Variables in

the Linear Model. International Economic Review, 35(2):489–506.
Hamilton, J. D. (2018). Why You Should Never Use the Hodrick-Prescott Filter. Review of Economics

and Statistics, 100(5):831–843.
Hendry, D. F. (2002). Forecast Failure, Expectations Formation and the Lucas Critique. Annals of

Economics and Statistics, (67-68):21–40.
Hodrick, R. J. (2020). An Exploration of Trend-Cycle Decomposition Methodologies in Simulated Data.

Working Paper 26750, National Bureau of Economic Research.
Hodrick, R. J. and Prescott, E. C. (1997). Postwar U.S. Business Cycles: An Empirical Investigation.

Journal of Money, Credit and Banking, 29(1):1–16.
Issing, O. (2001). The Single Monetary Policy of the European Central Bank: One Size Fits All. Interna-

tional Finance, 4(3):441–462.
Issing, O. (2005). One Size Fits All! A Single Monetary Policy for the Euro Area. Speech delivered at

ECB’s International Research Forum on Monetary Policy, 20/5/05, European Central Bank.
Krippner, L. (2013). Measuring the Stance of Monetary Policy in Zero Lower Bound Environments.

Economics Letters, 118(1):135–138.
Krippner, L. (2015). Zero Lower Bound Term Structure Modeling: A Practitioner’s Guide. Palgrave

Macmillan.
Kumbhakar, S. C. (2012). Specification and Estimation of Primal Production Models. European Journal

of Operational Research, 217(3):509–518.
Kumbhakar, S. C. (2013). Specification and Estimation of Multiple Output Technologies: a Primal Ap-

proach. European Journal of Operational Research, 231(2):465–473.
33



Mishkin, F. S. and Schmidt-Hebbel, K. (2007). Does Inflation Targeting Make a Difference? In Mishkin,
F. S. and Schmidt-Hebbel, K., editors, Monetary Policy Under Inflation Targeting, volume XI of Series
on Central Banking, Analysis, and Economic Policies, pages 291–372, Santiago, Chile. Central Bank of
Chile, Central Bank of Chile.

Miyamoto, W., Nguyen, T. L., and Sergeyev, D. (2018). Government Spending Multipliers under the Zero
Lower Bound: Evidence from Japan. American Economic Journal: Macroeconomics, 10(3):247–277.

Olson, E. and Enders, W. (2012). A Historical Analysis of the Taylor Curve. Journal of Money, Credit
and Banking, 44(7):1285–1299.

O’Neill, S., Kreif, N., Grieve, R., Sutton, M., and Sekhon, J. S. (2016). Estimating Causal Effects:
Considering Three Alternatives to Difference-in-Differences Estimation. Health Services and Outcomes
Research Methodology, 16(1-2):1–21.

Papademos, L. (2009). Opening Address: The Euro at Ten - Lessons and Challenges. Technical report,
European Central Bank.

Peersman, G. (2004). The Transmission of Monetary Policy in the Euro Area: Are the Effects Different
Across Countries? Oxford Bulletin of Economics and Statistics, 66(3):285–308.

Peersman, G. and Smets, F. (2003). The Monetary Transmission Mechanism in the Euro area: more
Evidence from VAR Analysis. In Angeloni, I., Kashyap, A., and Mojon, B., editors, Monetary Policy
Transmission in the Euro Area, chapter 2, pages 36–55. Cambridge University Press.

Ramsey, J. B. (1969). Tests for Specification Errors in Classical Linear Least-Squares Regression Analysis.
Journal of the Royal Statistical Society, Series B, Methodological,, 31(2):350–371.

Saka, O., Fuertes, A.-M., and Kalotychou, E. (2015). ECB Policy and Eurozone Fragility: Was De Grauwe
Right? Journal of International Money and Finance, 54(C):168–185.

Smets, F. and Wouters, R. (2007). Shocks and Frictions in US Business Cycles: A Bayesian DSGE
Approach. American Economic Review, 97(3):586–606.

Smith, R. P. and Fuertes, A.-M. (2016). Panel Time Series. Working Paper.
Taylor, J. B. (1979). Estimation and Control of a Macroeconomic Model with Rational Expectations.

Econometrica, 47(5):1267–1286.
Taylor, J. B. (1993). Discretion versus Policy Rules in Practice. Carnegie-Rochester Conference Series on

Public Policy, 39:195–214.
Uhlig, H. (2005). What are the Effects of Monetary Policy? Results from an Agnostic Identification

Procedure. Journal of Monetary Economics, 52(2):381–419.
Woodford, M. (2003). Interest and Prices: Foundations of a Theory of Monetary Policy. Princeton

University Press, Princeton, NJ.
Wu, J. C. and Xia, F. D. (2016). Measuring the Macroeconomic Impact of Monetary Policy at the Zero

Lower Bound. Journal of Money, Credit and Banking, 48(2-3):253–291.

34



Tables

Table 1: Overview on the periods considered in the panel regressions

Baseline choice of periods

Period From To # of Obs. Comments

1 1985Q1 1988Q2 14 Beginning of the Great Moderation

2 1988Q3 1991Q4 14

3 1992Q1 1995Q2 14

4 1995Q3 1998Q4 14

5 1999Q1 2002Q2 14 Start of the Euro

6 2002Q3 2005Q4 14

7 2006Q1 2009Q2 14 Financial Crisis

8 2009Q3 2012Q2 12 European Sovereign Debt Crisis

9 2012Q3 2016Q1 15 European Sovereign Debt Crisis (continued)
Draghi announcement (July 26th, 2012)
Outright Monetary Transactions (OMTs) announcement (September 6th, 2012)
Expanded Asset Purchase Programme (EAPP) (January 22nd, 2015)

10 2016Q2 2019Q4 15
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Table 2: Estimated parameters for all countries, core and periphery for DiD model.a Observations are based on the Hamilton (2018) filter.
Shocks are identified with sign restrictions.

Variables Coefficient Estimatesb

(9) (11)

All Core Periphery All Core Periphery

Ei,t βE -0.605** -0.561* -0.665*
(0.269) (0.300) (0.356)

Ei,T0 βE,0 -0.590* -0.636* -0.472
(0.295) (0.340) (0.410)

Ei,T0+1 βE,1 -0.390 -0.629 -0.089
(0.365) (0.482) (0.370)

Ei,T0+2 βE,2 -0.748* -0.671 -0.838
(0.421) (0.457) (0.541)

Ei,T0+3 βE,3 -1.054*** -1.032** -1.062**
(0.383) (0.408) (0.446)

Ei,T0+4 βE,4 -0.570 -0.200 -1.344***
(0.333) (0.371) (0.281)

Ei,T0+5 βE,5 -0.287 -0.329 -0.363
(0.292) (0.203) (0.647)

ln(σ2
e,i,t) αe -0.460*** -0.461*** -0.489*** -0.458***

(0.083) (0.083) (0.084) (0.088)

ln(σ2
g,i,t) αg -0.204** -0.209* -0.156 -0.156

(0.097) (0.106) (0.100) (0.106)

ln(σ2
e,i,t)× ln(σ2

g,i,t) αe,g 0.383** 0.380* 0.368* 0.265
(0.182) (0.185) (0.199) (0.181)

ln(σ2
e,i,t)

2 αe,e -0.387*** -0.383*** -0.347*** -0.348***
(0.093) (0.098) (0.114) (0.110)

ln(σ2
g,i,t)

2 αg,g -0.215 -0.218 -0.195 -0.133
(0.150) (0.151) (0.170) (0.164)

ln(σ2
π,i,t/σ

2
x,i,t) β2 0.545*** 0.543*** 0.569*** 0.535***

(0.027) (0.028) (0.033) (0.039)

ln(σ2
π,i,t/σ

2
x,i,t)

2 β2,2 -0.030 -0.029 -0.019 0.011
(0.019) (0.021) (0.018) (0.026)

ln(σ2
e,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γe,2 0.039 0.037 0.030 0.004

(0.039) (0.037) (0.041) (0.034)

ln(σ2
g,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γg,2 -0.173*** -0.171*** -0.169*** -0.125***

(0.053) (0.055) (0.054) (0.054)

Country fixed effect yes yes yes yes
Time fixed effect yes yes yes yes

N 20 20 20 20
Number of observations 200 200 200 200
R2 0.853 0.853 0.857 0.867

Specification testsc:
Ramsey (1969) Reset 0.146 0.132 0.188 0.290
βE,−3 = βE,−2 = βE,−1 = 0 0.674 0.531
βE,0 = βE,1 = · · · = βE,5 = 0 0.016 0.001

a The dependent variable is the variance of the output gap, i.e., − ln(σ2
x,i,t).

b ***p<0.01; **p<0.05; *p<0.10; Standard errors are in parentheses (cluster-robust standard errors, robust to serial correlation and heteroskedasticity).
c p-values are reported for all tests.



Table 3: Estimated parameters for all countries, core and periphery for LDV model.a Observations are based on the Hamilton (2018) filter.
Shocks are identified with sign restrictions.

Variables Coefficient Estimatesb

(12) (13)

All Core Periphery All Core Periphery

Ei,t βE -0.537** -0.308* -0.776***
(0.199) (0.174) (0.236)

Ei,T0 βE,0 -0.672** -0.544** -0.638
(0.321) (0.306) (0.370)

Ei,T0+1 βE,1 -0.362 -0.401 -0.202
(0.309) (0.300) (0.404)

Ei,T0+2 βE,2 -0.403 -0.105 -0.791**
(0.292) (0.308) (0.309)

Ei,T0+3 βE,3 -0.857** -0.673* -1.126***
(0.333) (0.368) (0.338)

Ei,T0+4 βE,4 -0.635** -0.113 -1.721***
(0.284) (0.264) (0.205)

Ei,T0+5 βE,5 -0.252 -0.282 -0.439
(0.337) (0.271) (0.523)

ln(σ2
e,i,t) αe -0.408*** -0.441*** -0.424*** -0.406***

(0.083) (0.091) (0.099) (0.104)

ln(σ2
g,i,t) αg -0.538*** -0.515*** -0.507** -0.489**

(0.156) (0.148) (0.192) (0.187)

ln(σ2
e,i,t)× ln(σ2

g,i,t) αe,g 0.400* 0.366 0.457** 0.279
(0.228) (0.224) (0.215) (0.176)

ln(σ2
e,i,t)

2 αe,e -0.332*** -0.314** -0.315** -0.299**
(0.107) (0.117) (0.121) (0.141)

ln(σ2
g,i,t)

2 αg,g -0.439*** -0.469*** -0.455*** -0.380**
(0.130) (0.132) (0.156) (0.143)

ln(σ2
π,i,t/σ

2
x,i,t) β2 0.599*** 0.588*** 0.625*** 0.575***

(0.041) (0.043) (0.049) (0.052)

ln(σ2
π,i,t/σ

2
x,i,t)

2 β2,2 0.007 -0.002 0.025 0.065*
(0.025) (0.025) (0.027) (0.036)

ln(σ2
e,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γe,2 0.067* 0.061 0.063* 0.018

(0.038) (0.037) (0.036) (0.028)

ln(σ2
g,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γg,2 -0.112 -0.112 -0.099 -0.016

(0.071) (0.070) (0.072) (0.066)

Country fixed effect no no no no
Time fixed effect yes yes yes yes

N 20 20 20 20
Number of observations 120 120 120 120
R2 0.892 0.897 0.897 0.918

Specification testsc:
Ramsey (1969) Reset 0.048 0.026 0.075 0.204
βE,−3 = βE,−2 = βE,−1 = 0
βE,0 = βE,1 = · · · = βE,5 = 0

a The dependent variable is the variance of the output gap, i.e., − ln(σ2
x,i,t).

b ***p<0.01; **p<0.05; *p<0.10; Standard errors are in parentheses (cluster-robust standard errors, robust to serial correlation and heteroskedasticity).
c p-values are reported for all tests.



Table 4: Estimated parameters for all countries, core and periphery for DiD model.a Observations are based on the HP filter. Shocks are
identified with sign restrictions.

Variables Coefficient Estimatesb

(9) (11)

All Core Periphery All Core Periphery

Ei,t βE -0.428* -0.378 -0.507*
(0.213) (0.243) (0.262)

Ei,T0 βE,0 -0.490* -0.530 -0.462
(0.270) (0.330) (0.322)

Ei,T0+1 βE,1 -0.285 -0.476 -0.009
(0.281) (0.356) (0.312)

Ei,T0+2 βE,2 -0.666* -0.710* -0.550
(0.340) (0.346) (0.433)

Ei,T0+3 βE,3 -0.562* -0.575* -0.489
(0.314) (0.309) (0.444)

Ei,T0+4 βE,4 -0.272 0.192 -1.322***
(0.420) (0.455) (0.418)

Ei,T0+5 βE,5 -0.195 -0.204 -0.401
(0.314) (0.278) (0.533)

ln(σ2
e,i,t) αe -0.385*** -0.386*** -0.387*** -0.356***

(0.058) (0.057) (0.059) (0.060)

ln(σ2
g,i,t) αg -0.206** -0.211** -0.189* -0.186**

(0.091) (0.089) (0.096) (0.085)

ln(σ2
e,i,t)× ln(σ2

g,i,t) αe,g 0.321 0.309 0.304 0.319
(0.207) (0.204) (0.227) (0.206)

ln(σ2
e,i,t)

2 αe,e -0.210* -0.206* -0.194 -0.232**
(0.103) (0.100) (0.118) (0.108)

ln(σ2
g,i,t)

2 αg,g -0.095 -0.091 -0.052 -0.067
(0.147) (0.148) (0.161) (0.155)

ln(σ2
π,i,t/σ

2
x,i,t) β2 0.492*** 0.491*** 0.500*** 0.445***

(0.053) (0.053) (0.056) (0.058)

ln(σ2
π,i,t/σ

2
x,i,t)

2 β2,2 0.074*** 0.074*** 0.070** 0.092***
(0.025) (0.025) (0.026) (0.030)

ln(σ2
e,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γe,2 0.023 0.019 0.014 -0.021

(0.062) (0.061) (0.063) (0.054)

ln(σ2
g,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γg,2 -0.118* -0.113 -0.130* -0.105**

(0.068) (0.067) (0.064) (0.044)

Country fixed effect yes yes yes yes
Time fixed effect yes yes yes yes

N 20 20 20 20
Number of observations 200 200 200 200
R2 0.854 0.855 0.857 0.873

Specification testsc:
Ramsey (1969) Reset 0.526 0.561 0.702 0.827
βE,−3 = βE,−2 = βE,−1 = 0 0.754 0.771
βE,0 = βE,1 = · · · = βE,5 = 0 0.319 0.135

a The dependent variable is the variance of the output gap, i.e., − ln(σ2
x,i,t).

b ***p<0.01; **p<0.05; *p<0.10; Standard errors are in parentheses (cluster-robust standard errors, robust to serial correlation and heteroskedasticity).
c p-values are reported for all tests.



Table 5: Estimated parameters for all countries, core and periphery for LDV model.a Observations are based on the HP filter. Shocks are
identified with sign restrictions.

Variables Coefficient Estimatesb

(12) (13)

All Core Periphery All Core Periphery

Ei,t βE -0.550** -0.308 -0.675***
(0.235) (0.257) (0.149)

Ei,T0 βE,0 -0.660* -0.566 -0.756**
(0.371) (0.414) (0.318)

Ei,T0+1 βE,1 -0.460 -0.517 -0.248
(0.319) (0.347) (0.445)

Ei,T0+2 βE,2 -0.617** -0.441 -0.694**
(0.277) (0.334) (0.255)

Ei,T0+3 βE,3 -0.618** -0.502 -0.551
(0.245) (0.335) (0.352)

Ei,T0+4 βE,4 -0.395 0.156 -1.623***
(0.525) (0.528) (0.399)

Ei,T0+5 βE,5 -0.422 -0.339 -0.816**
(0.321) (0.357) (0.321)

ln(σ2
e,i,t) αe -0.552*** -0.568*** -0.549*** -0.499***

(0.079) (0.078) (0.081) (0.091)

ln(σ2
g,i,t) αg -0.383*** -0.403*** -0.391*** -0.404***

(0.106) (0.100) (0.121) (0.112)

ln(σ2
e,i,t)× ln(σ2

g,i,t) αe,g 0.487** 0.418* 0.457* 0.469**
(0.222) (0.240) (0.233) (0.218)

ln(σ2
e,i,t)

2 αe,e -0.423*** -0.426*** -0.396** -0.449**
(0.136) (0.133) (0.157) (0.171)

ln(σ2
g,i,t)

2 αg,g -0.370** -0.358** -0.345** -0.420***
(0.136) (0.138) (0.139) (0.111)

ln(σ2
π,i,t/σ

2
x,i,t) β2 0.508*** 0.492*** 0.508*** 0.392***

(0.073) (0.071) (0.077) (0.063)

ln(σ2
π,i,t/σ

2
x,i,t)

2 β2,2 0.079* 0.073* 0.069 0.070**
(0.043) (0.040) (0.045) (0.032)

ln(σ2
e,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γe,2 0.076 0.058 0.062 -0.008

(0.066) (0.067) (0.068) (0.054)

ln(σ2
g,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γg,2 -0.144 -0.133 -0.152 -0.138*

(0.085) (0.089) (0.097) (0.078)

Country fixed effect no no no no
Time fixed effect yes yes yes yes

N 20 20 20 20
Number of observations 120 120 120 120
R2 0.875 0.881 0.876 0.905

Specification testsc:
Ramsey (1969) Reset 0.541 0.436 0.718 0.333
βE,−3 = βE,−2 = βE,−1 = 0
βE,0 = βE,1 = · · · = βE,5 = 0

a The dependent variable is the variance of the output gap, i.e., − ln(σ2
x,i,t).

b ***p<0.01; **p<0.05; *p<0.10; Standard errors are in parentheses (cluster-robust standard errors, robust to serial correlation and heteroskedasticity).
c p-values are reported for all tests.



Table 6: Estimated parameters for all countries, core and periphery for DiD model.a Observations are based on the Hamilton (2018) filter.
Shocks are identified with timing restrictions.

Variables Coefficient Estimatesb

(9) (11)

All Core Periphery All Core Periphery

Ei,t βE -0.711** -0.697** -0.732**
(0.243) (0.270) (0.302)

Ei,T0 βE,0 -0.710** -0.809** -0.475
(0.312) (0.353) (0.411)

Ei,T0+1 βE,1 -0.574 -0.806 -0.218
(0.372) (0.482) (0.314)

Ei,T0+2 βE,2 -0.722** -0.703** -0.746*
(0.283) (0.298) (0.401)

Ei,T0+3 βE,3 -1.091*** -1.029*** -1.070**
(0.310) (0.336) (0.392)

Ei,T0+4 βE,4 -0.694* -0.348 -1.387***
(0.332) (0.359) (0.322)

Ei,T0+5 βE,5 -0.376 -0.422* -0.412
(0.262) (0.204) (0.518)

ln(σ2
e,i,t) αe -0.495*** -0.495*** -0.504*** -0.467***

(0.066) (0.065) (0.067) (0.070)

ln(σ2
g,i,t) αg -0.260*** -0.261*** -0.242*** -0.258***

(0.065) (0.070) (0.070) (0.082)

ln(σ2
e,i,t)× ln(σ2

g,i,t) αe,g -0.104 -0.104 -0.109 -0.123
(0.162) (0.162) (0.188) (0.193)

ln(σ2
e,i,t)

2 αe,e -0.151 -0.148 -0.100 -0.139
(0.120) (0.130) (0.129) (0.155)

ln(σ2
g,i,t)

2 αg,g 0.011 0.008 0.015 0.021
(0.087) (0.098) (0.093) (0.108)

ln(σ2
π,i,t/σ

2
x,i,t) β2 0.608*** 0.608*** 0.630*** 0.587***

(0.027) (0.028) (0.033) (0.048)

ln(σ2
π,i,t/σ

2
x,i,t)

2 β2,2 -0.037 -0.036 -0.024 -0.006
(0.035) (0.035) (0.034) (0.035)

ln(σ2
e,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γe,2 -0.001 -0.001 -0.015 -0.001

(0.045) (0.047) (0.046) (0.042)

ln(σ2
g,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γg,2 -0.064 -0.065 -0.057 -0.064

(0.052) (0.052) (0.054) (0.048)

Country fixed effect yes yes yes yes
Time fixed effect yes yes yes yes

N 20 20 20 20
Number of observations 200 200 200 200
R2 0.873 0.873 0.877 0.887

Specification testsc:
Ramsey (1969) Reset 0.388 0.387 0.432 0.845
βE,−3 = βE,−2 = βE,−1 = 0 0.915 0.905
βE,0 = βE,1 = · · · = βE,5 = 0 0.026 0.052

a The dependent variable is the variance of the output gap, i.e., − ln(σ2
x,i,t).

b ***p<0.01; **p<0.05; *p<0.10; Standard errors are in parentheses (cluster-robust standard errors, robust to serial correlation and heteroskedasticity).
c p-values are reported for all tests.



Table 7: Estimated parameters for all countries, core and periphery for LDV model.a Observations are based on the Hamilton (2018) filter.
Shocks are identified with timing restrictions.

Variables Coefficient Estimatesb

(12) (13)

All Core Periphery All Core Periphery

Ei,t βE -0.524*** -0.311** -0.723***
(0.169) (0.141) (0.201)

Ei,T0 βE,0 -0.531 -0.524* -0.403
(0.311) (0.295) (0.424)

Ei,T0+1 βE,1 -0.386 -0.492 -0.212
(0.283) (0.299) (0.366)

Ei,T0+2 βE,2 -0.506** -0.303 -0.798***
(0.205) (0.202) (0.211)

Ei,T0+3 βE,3 -0.824*** -0.543* -1.036***
(0.243) (0.294) (0.240)

Ei,T0+4 βE,4 -0.582** -0.080 -1.637***
(0.273) (0.250) (0.195)

Ei,T0+5 βE,5 -0.255 -0.260 -0.460
(0.307) (0.234) (0.415)

ln(σ2
e,i,t) αe -0.417*** -0.437*** -0.436*** -0.360***

(0.080) (0.084) (0.085) (0.078)

ln(σ2
g,i,t) αg -0.430*** -0.420*** -0.389*** -0.441***

(0.116) (0.115) (0.117) (0.115)

ln(σ2
e,i,t)× ln(σ2

g,i,t) αe,g 0.169 0.073 0.147 0.027
(0.188) (0.192) (0.222) (0.204)

ln(σ2
e,i,t)

2 αe,e -0.348*** -0.306** -0.300** -0.283**
(0.117) (0.125) (0.136) (0.119)

ln(σ2
g,i,t)

2 αg,g -0.152 -0.128 -0.124 -0.115
(0.163) (0.158) (0.184) (0.174)

ln(σ2
π,i,t/σ

2
x,i,t) β2 0.593*** 0.587*** 0.622*** 0.525***

(0.067) (0.069) (0.078) (0.069)

ln(σ2
π,i,t/σ

2
x,i,t)

2 β2,2 0.013 0.003 0.039 0.069
(0.078) (0.075) (0.075) (0.072)

ln(σ2
e,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γe,2 0.030 0.020 0.010 0.001

(0.078) (0.076) (0.078) (0.061)

ln(σ2
g,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γg,2 -0.033 -0.030 -0.004 -0.000

(0.095) (0.092) (0.095) (0.083)

Country fixed effect no no no no
Time fixed effect yes yes yes yes

N 20 20 20 20
Number of observations 120 120 120 120
R2 0.904 0.908 0.907 0.928

Specification testsc:
Ramsey (1969) Reset 0.184 0.199 0.299 0.713
βE,−3 = βE,−2 = βE,−1 = 0
βE,0 = βE,1 = · · · = βE,5 = 0

a The dependent variable is the variance of the output gap, i.e., − ln(σ2
x,i,t).

b ***p<0.01; **p<0.05; *p<0.10; Standard errors are in parentheses (cluster-robust standard errors, robust to serial correlation and heteroskedasticity).
c p-values are reported for all tests.
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A. More on the Theoretical Framework

Optimal Monetary Policy. Assume that the aggregate economy is best approxi-

mated by a standard New Keynesian model under the rational expectations hypothesis.,

i.e.,

xt = Etxt+1 − σ−1 (it − Etπt+1) + gt (A.1)

πt = βEtπt+1 + λxt + et. (A.2)

In this model, it denotes the nominal interest rate controlled by the central bank. β and

σ are structural parameters, λ is a composite term comprising several structural param-

eters. gt denotes an exogenous demand disturbance and et denotes an exogenous supply

disturbance. We assume gt ∼ iid(0, σ2
g), et ∼ iid(0, σ2

e) and σeg = 0.1

Consider optimal monetary policy under discretion (as elaborated in Clarida et al.,

1999). The central bank minimizes (1) subject to (A.2) in each period. The first-order

necessary condition is πt = −(ωx/λ)xt and one can show that, under this policy, the

model implies an inflation output variability tradeoff as first developed in Taylor (1979).

In particular, solving the model for given parameters implies a minimum state variable

solution πt = aπet and xt = axet, where aπ ≡ ωx/(ωx + λ2) and ax ≡ −λ/(ωx + λ2). This

implies the long-run relationships in unconditional variances (2) and (3).

1In the theoretical literature et is usually denoted a cost-push shock. Notice that allowing for auto-
correlation in the exogenous shocks would not alter any conclusion.
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Taylor (1993) rule. It is easy to verify that the model (A.1), (A.2) and (4) has

the solution πt = bπ,eet + bπ,ggt and xt = bx,eet + bx,ggt, where bπ,e ≡ (1 + σ−1φπλ)−1,

bπ,g ≡ (1 + σ−1φπλ)−1λ, bx,e ≡ −σ−1φπ/(1 + σ−1φπλ) and bx,g ≡ (1 + σ−1φπλ)−1. This

solution implies the long-run relationships in unconditional variances given by (5) and (6).

Input-oriented TTF. Next we show that the input-oriented TTF provides us with

a functional form that captures the basic characteristics of an inflation output variability

tradeoff. Formally, one assumes that the relationship between the supply and demand

shock (as the M = 2 outputs, y) and the variances of inflation and output gap (as the

K = 2 inputs, z) can be described by Af(y, z) = 1, where we have M outputs y and K

inputs z. Moreover, A captures factors that affect the TTF neutrally. We will be more

specific about the assumptions further below. Next, we assume a translog functional form,

i.e.,

ln(f(y, z)) =
∑
m

αm ln(ym) +
1

2

∑
m

∑
n

αm,n ln(ym)× ln(yn)

+
∑
k

βk ln(zk) +
1

2

∑
k

∑
l

βk,l ln(zk)× ln(zl)

+
∑
m

∑
k

γm,k ln(ym)× ln(zk), (A.3)

where the following symmetry is imposed: βk,l = βl,k and γm,n = γn,m. Equation (A.3)

requires M + K + 2 additional identification, or, normalization restrictions. As discussed

in Kumbhakar (2012), it is possible to impose the restrictions such that a single equation

framework emerges that allows for simultaneous estimation of more than one endogenous

input (e.g., input-oriented) or output (e.g., output-oriented).

Since, in the case of the inflation output variability tradeoff, we have simultaneous

endogeneity of σ2
π and σ2

x, while σ2
e and σ2

g are exogenous, we can consider the former two

variances as inputs, while the latter two variances are the outputs. Therefore, we adopt a
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normalization with respect to an input. This gives rise to an input-oriented TTF. Following

Kumbhakar (2012), we rewrite (A.3) as

ln(f(y, z)) =
∑
m

αm ln(ym) +
1

2

∑
m

∑
n

αm,n ln(ym)× ln(yn)

+
∑
k

βk ln(zk/z1) +
1

2

∑
k

∑
l

βk,l ln(zk/z1)× ln(zl/z1)

+
∑
m

∑
k

γm,k ln(ym)× ln(zk/z1) + Υ,

where each input k has to be combined with the remaining inputs l as described in this

equation. Υ is a composite term that follows from writing the second and third line in

expression (A.3) in ratios (see, e.g., Kumbhakar, 2012, for the details).

Next we impose the normalization restrictions,
∑

k βk = 1,
∑

l βk,l = 0 ∀k, and,∑
k γm,k = 0 ∀m.2 As a consequence, the composite term Υ is eliminated and we ob-

tain the input-oriented TTF that we use as our empirical specification

− ln(z1) = α0 +
∑
m

αm ln(ym) +
1

2

∑
m

∑
n

αm,n ln(ym)× ln(yn)

+
∑
k=2

βk ln(zk/z1) +
1

2

∑
k=2

∑
l=2

βk,l ln(zk/z1)× ln(zl/z1)

+
∑
m

∑
k

γm,k ln(ym)× ln(zk/z1) + v,

where ln(A) = α0 + v. In this case we normalize our function on z1. We would get exactly

the same econometric results by normalizing the function on zk. In the particular case of

the inflation output variability tradeoff, we have y1 = σ2
e , y2 = σ2

g , z1 = σ2
x and z2 = σ2

π.

2The normalization restrictions imply homogeneity, symmetry and monotonicity properties of the TTF.
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B. Estimation of Structural Shocks

In order to derive our structural shocks we consider a vector autoregression with ex-

ogenous variables (VARX), whose reduced form of order p can be represented by

Yt =

p∑
i=1

AiYt−i + CXt + ut, (B.1)

where Yt is a 3× 1 vector of endogenous variables including a measure of the output gap,

inflation (as difference from target) and nominal interest rate. We consider all countries

with the exception of USA as open economies (for a more detailed discussion of this choice

see Favero and Giavazzi, 2008). Therefore, the models for the other countries in the sam-

ple include Xt, which is a 3 × 1 vector of exogenous variables including US output gap,

inflation (as difference from target) and a nominal interest rate, aimed at capturing the

world macroeconomic stance. ut ∼ N(0, Σu,t) is a vector of reduced-form disturbances with

E[ut] = 0 and E[utu
′
t] = Σu,t. ut is independently but not identically distributed across

time. Σu,t is time-varying, rendering volatility stochastic and introducing heteroskedastic-

ity. We model stochastic volatility as in Cogley and Sargent (2005). It is assumed that

Σu,t can be decomposed as

Σu,t = FΛtF
′
,

where F is a lower triangular matrix with ones on the main diagonal. Λt is a time-varying

diagonal matrix equal to (s1 exp(λ1,t), s2 exp(λ2,t), ...sn exp(λn,t)), where n is the number of

endogenous variables. s1, s2, ...sn are known scaling terms and λ1,t, λ2,t, ...λn,t are dynamic

processes generating the heteroskedasticity that are characterized by the autoregressive
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process

λi,t = γλi,t−1 + νi,t νi,t ∼ N(0, φi).

The parameters to be estimated are: the parameters of the reduced form VAR, the elements

of the F matrix, the dynamic coefficients λi,t and the heteroskedasticity parameters φi.

With regard to the priors, for Ai, C and covariance matrix Ω0 we adopt classical Minnesota

priors. Considering the inverse of F , that is, F−1 we adopt a multinormal diffuse prior

with mean f−1i0 (which is set as a vector of zeros) and covariance diagonal matrix Υi0 with

large diagonal entries. The prior for π(λi | φi) are not simple to formulate since each term

λi,t depends on its previous value. The solution to this problem is given by separating

π(λi | φi) into T different priors, with prior in each period t conditional on period t − 1.

To obtain the conditional posterior for φi, the previous prior will be combined with a joint

prior for λi,1, ..., λi,T , since the joint formulation is faster for φi. We make 5000 draws of

which the first 1000 are discarded as burn in draws.

The identification structural shocks requires to impose restrictions. Our preferred choice

in this paper are sign restrictions. Uhlig (2005) and others, show how to obtain identifi-

cation of the above VAR (B.1) by imposing sign restrictions on a (sub)set of the variables

responses to shocks as discussed in the main text. An advantage of this procedure is that

only a minimum amount of economically meaningful sign restrictions are required in order

to identify the structural shocks.

In case of a single shock, Uhlig (2005) shows that any impulse vector a can be recovered

if there is an n−dimensional vector q of unit length such that a = Ãq, where Ã is the

Cholesky factor of Σu,t. More precisely, starting with estimation of the above reduced

form model, identification of a single shock by sign restrictions can be obtained as follows:

1. derive the impulse-responses for the n variables corresponding to a given impulse
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vector aj up to period f on which sign restrictions are intended to be imposed;

2. draw an n−dimensional q vector of independent N(0, 1) and divide it by its norm,

obtaining a candidate draw q from which an impulse vector aj = Aq can be derived

for then calculating the corresponding impulse responses;

3. if the resulting impulse responses meet the sign restrictions imposed accept the draw,

otherwise discard it;

4. repeat 2 and 3 until a desired number of accepted draws is obtained.

For robustness purposes we also consider zero short run restrictions via Cholesky de-

composition of Σ. Exact identification requires that (n2−n)/2 restrictions must be placed

between the regression residuals and structural innovations. Given that the Cholesky

decomposition is triangular, it forces exactly (n2 − n)/2 elements of the matrix of con-

temporaneous relationships to be zero. The resulting recursive structure impose a causal

ordering on the variables in the VAR: shocks to one equation contemporaneously affect

variables below that equation but only affect variables above that equation with a lag.

With this interpretation in mind, the causal ordering one chooses reflects his beliefs about

the relationships among variables in the VAR.

C. Details on the Interpretation of Coefficient Estimates

β̂2: Ignore all other terms in (9) except for the one involving β̂2, thus

− ln(σ2
x,i,t) = β̂2 ln(σ2

π,i,t/σ
2
x,i,t) = β̂2

[
ln(σ2

π,i,t)− ln(σ2
x,i,t)

]
⇔ ln(σ2

x,i,t) = [β̂2/(−1 + β̂2)] ln(σ2
π,i,t),

where β̂2 ∈ [0, 1) implies that [β̂2/(−1+ β̂2)] < 0, i.e., a higher inflation variability implies a

lower output variability. An estimate of β̂2 ∈ [0, 1) significantly different from zero already

implies a non-linear inflation output variability tradeoff. The equation is linear in the
6



natural logarithms of variances. However, if we apply exp(·) on both sides, one can see

that the relationship between the variances in inflation and output is non-linear and convex

as suggested by economic theory.

α̂e: Ignore all other terms in (9) apart from the ones involving α̂e and β̂2, thus

− ln(σ2
x,i,t) = α̂e ln(σ2

e,i,t) + β̂2 ln(σ2
π,i,t/σ

2
x,i,t)

⇔ ln(σ2
x,i,t) = [α̂e/(−1 + β̂2)] ln(σ2

e,i,t) + [β̂2/(−1 + β̂2)] ln(σ2
π,i,t)

⇔ ln(σ2
π,i,t) = −[α̂e/β̂2] ln(σ2

e,i,t) + [(−1 + β̂2)/β̂2] ln(σ2
x,i,t)

and, as α̂e < 0 and β̂2 ∈ [0, 1), it follows that [α̂e/(−1 + β̂2)],−[α̂e/β̂2] > 0. We conclude

from the equations above that the relationship between the variance of the supply shock

and the variances of the output gap and inflation is positive, which is consistent with the

economic theory discussed above. The same arguments and conclusions apply to α̂g < 0.

β̂E : Similar arguments as above, yield

ln(σ2
x,i,t) = [α̂e/(−1 + β̂2)] ln(σ2

e,i,t) + [α̂g/(−1 + β̂2)] ln(σ2
g,i,t)

+ [β̂2/(−1 + β̂2)] ln(σ2
π,i,t) + [β̂E/(−1 + β̂2)]Ei,t

ln(σ2
π,i,t) = −[α̂e/β̂2] ln(σ2

e,i,t)− [α̂g/β̂2] ln(σ2
g,i,t) + [(−1 + β̂2)/β̂2] ln(σ2

x,i,t)− [β̂E/β̂2]Ei,t,

and, as β̂E < 0 and β̂2 ∈ [0, 1), it follows that [β̂E/(−1 + β̂2)],−[β̂E/β̂2] > 0. Therefore, a

significant coefficient estimate β̂E < 0 is interpreted as a deterioration of the tradeoff.
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D. Further Robustness

Herein we present further robustness checks:

1. Alternative shadow rate. The literature has proposed several measures of the shadow

rate with different characteristics. However, there is no consensus yet on how to

compute the shadow rate. Therefore we assess robustness of our results by computing

the structural shocks with the shadow rate provided by Krippner (2013, 2015). Tables

8 and 9 show that these results are fully in line with our main findings.

2. Considering financial instability. Financial instability has played an important role

during the considered sample period, especially in the recent past. Therefore we

carried out a robustness exercise, where we augmented our baseline VAR for the

computation of the structural shocks with Ahir et al.’s (2023) financial stress index

based on text analysis. Their index covers almost our entire sample but ends already

in 2018Q4. The latter implies that period 10 includes 11 observations from 2016Q2

to 2018Q4 instead of 15 observations. Tables 10 and 11 show that our results are

robust to including a financial stress index in the computation of structural shocks.
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Table 8: Estimated parameters for all countries, core and periphery for DiD model.a Observations are based on the Hamilton (2018) filter.
Shocks are identified with sign restrictions. Wu and Xia (2016) shadow rate replaced by Krippner (2013, 2015) shadow rate.

Variables Coefficient Estimatesb

(9) (11)

All Core Periphery All Core Periphery

Ei,t βE -0.672** -0.633** -0.729**
(0.254) (0.295) (0.327)

Ei,T0 βE,0 -0.602* -0.685** -0.437
(0.289) (0.326) (0.391)

Ei,T0+1 βE,1 -0.446 -0.709 -0.111
(0.375) (0.491) (0.365)

Ei,T0+2 βE,2 -0.823* -0.741 -0.908
(0.405) (0.449) (0.529)

Ei,T0+3 βE,3 -1.157*** -1.089*** -1.216***
(0.345) (0.373) (0.400)

Ei,T0+4 βE,4 -0.672* -0.261 -1.476***
(0.337) (0.387) (0.255)

Ei,T0+5 βE,5 -0.274 -0.322 -0.338
(0.278) (0.212) (0.633)

ln(σ2
e,i,t) αe -0.452*** -0.453*** -0.475*** -0.443***

(0.084) (0.083) (0.086) (0.089)

ln(σ2
g,i,t) αg -0.178 -0.183 -0.147 -0.172

(0.107) (0.114) (0.107) (0.112)

ln(σ2
e,i,t)× ln(σ2

g,i,t) αeg 0.201 0.198 0.189 0.100
(0.156) (0.158) (0.153) (0.162)

ln(σ2
e,i,t)

2 αee -0.301** -0.300** -0.259* -0.274**
(0.109) (0.110) (0.125) (0.125)

ln(σ2
g,i,t)

2 αgg -0.166 -0.168 -0.148 -0.097
(0.113) (0.114) (0.125) (0.135)

ln(σ2
π,i,t/σ

2
x,i,t) β2 0.541*** 0.540*** 0.565*** 0.531***

(0.026) (0.026) (0.033) (0.037)

ln(σ2
π,i,t/σ

2
x,i,t)

2 β2,1 -0.036 -0.035 -0.022 0.012
(0.022) (0.024) (0.020) (0.028)

ln(σ2
e,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γ2,e 0.030 0.028 0.022 -0.004

(0.045) (0.044) (0.047) (0.045)

ln(σ2
g,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γ2,g -0.144** -0.142** -0.142** -0.098

(0.062) (0.064) (0.063) (0.067)

Country fixed effect yes yes yes yes
Time fixed effect yes yes yes yes

N 20 20 20 20
Number of observations 200 200 200 200
R2 0.845 0.845 0.851 0.863

Specification testsc:
Ramsey (1969) Reset 0.188 0.171 0.243 0.252
βE,−3 = βE,−2 = βE,−1 = 0 0.748 0.562
βE,0 = βE,1 = · · · = βE,5 = 0 0.005 0.000

a The dependent variable is the variance of the output gap, i.e., − ln(σ2
x,i,t).

b ***p<0.01; **p<0.05; *p<0.10; Standard errors are in parentheses (cluster-robust standard errors, robust to serial correlation and heteroskedasticity).
c p-values are reported for all tests.



Table 9: Estimated parameters for all countries, core and periphery for LDV model.a Observations are based on the Hamilton (2018) filter.
Shocks are identified with sign restrictions. Wu and Xia (2016) shadow rate replaced by Krippner (2013, 2015) shadow rate.

Variables Coefficient Estimatesb

(12) (13)

All Core Periphery All Core Periphery

Ei,t βE -0.614*** -0.383** -0.853***
(0.198) (0.169) (0.232)

Ei,T0 βE,0 -0.698** -0.616* -0.611
(0.328) (0.296) (0.377)

Ei,T0+1 βE,1 -0.457 -0.546* -0.234
(0.315) (0.285) (0.413)

Ei,T0+2 βE,2 -0.531* -0.211 -0.843**
(0.290) (0.282) (0.328)

Ei,T0+3 βE,3 -1.041*** -0.810** -1.270***
(0.293) (0.335) (0.280)

Ei,T0+4 βE,4 -0.741** -0.179 -1.865***
(0.305) (0.277) (0.217)

Ei,T0+5 βE,5 -0.146 -0.174 -0.349
(0.346) (0.293) (0.541)

ln(σ2
e,i,t) αe -0.409*** -0.427*** -0.420*** -0.377***

(0.075) (0.081) (0.085) (0.086)

ln(σ2
g,i,t) αg -0.487*** -0.471*** -0.480** -0.495***

(0.151) (0.146) (0.176) (0.155)

ln(σ2
e,i,t)× ln(σ2

g,i,t) αeg 0.155 0.149 0.205 0.098
(0.246) (0.245) (0.216) (0.208)

ln(σ2
e,i,t)

2 αee -0.235* -0.236 -0.201 -0.222
(0.129) (0.138) (0.145) (0.159)

ln(σ2
g,i,t)

2 αgg -0.289*** -0.320*** -0.305** -0.271**
(0.099) (0.091) (0.113) (0.110)

ln(σ2
π,i,t/σ

2
x,i,t) β2 0.599*** 0.588*** 0.633*** 0.578***

(0.044) (0.048) (0.048) (0.054)

ln(σ2
π,i,t/σ

2
x,i,t)

2 β2,1 0.002 -0.005 0.026 0.073
(0.033) (0.032) (0.035) (0.044)

ln(σ2
e,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γ2,e 0.054 0.049 0.052 0.007

(0.041) (0.041) (0.045) (0.032)

ln(σ2
g,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γ2,g -0.059 -0.058 -0.046 0.028

(0.068) (0.069) (0.070) (0.064)

Country fixed effect no no no no
Time fixed effect yes yes yes yes

N 20 20 20 20
Number of observations 120 120 120 120
R2 0.881 0.886 0.889 0.913

Specification testsc:
Ramsey (1969) Reset 0.123 0.062 0.242 0.269
βE,−3 = βE,−2 = βE,−1 = 0
βE,0 = βE,1 = · · · = βE,5 = 0

a The dependent variable is the variance of the output gap, i.e., − ln(σ2
x,i,t).

b ***p<0.01; **p<0.05; *p<0.10; Standard errors are in parentheses (cluster-robust standard errors, robust to serial correlation and heteroskedasticity).
c p-values are reported for all tests.



Table 10: Estimated parameters for all countries, core and periphery for DiD model.a Observations are based on the Hamilton (2018) filter.
Shocks are identified with sign restrictions. The VAR is augmented with Ahir et al.’s (2023) financial stress index.

Variables Coefficient Estimatesb

(9) (11)

All Core Periphery All Core Periphery

Ei,t βE -0.503** -0.423 -0.614*
(0.238) (0.284) (0.303)

Ei,T0 βE,0 -0.502* -0.549 -0.358
(0.281) (0.326) (0.355)

Ei,T0+1 βE,1 -0.350 -0.553 -0.078
(0.307) (0.418) (0.319)

Ei,T0+2 βE,2 -0.592 -0.466 -0.763
(0.348) (0.358) (0.466)

Ei,T0+3 βE,3 -0.971*** -0.890** -1.048**
(0.323) (0.329) (0.414)

Ei,T0+4 βE,4 -0.588 -0.113 -1.449***
(0.374) (0.383) (0.308)

Ei,T0+5 βE,5 0.017 -0.026 -0.071
(0.327) (0.394) (0.563)

ln(σ2
e,i,t) αe -0.405*** -0.406*** -0.427*** -0.407***

(0.072) (0.071) (0.081) (0.089)

ln(σ2
g,i,t) αg -0.299** -0.310** -0.275** -0.279**

(0.112) (0.114) (0.115) (0.111)

ln(σ2
e,i,t)× ln(σ2

g,i,t) αeg 0.195* 0.192* 0.185 0.144
(0.108) (0.110) (0.107) (0.113)

ln(σ2
e,i,t)

2 αee -0.364*** -0.361*** -0.325*** -0.356***
(0.104) (0.109) (0.097) (0.110)

ln(σ2
g,i,t)

2 αgg -0.090 -0.093 -0.086 -0.041
(0.084) (0.083) (0.098) (0.090)

ln(σ2
π,i,t/σ

2
x,i,t) β2 0.580*** 0.576*** 0.593*** 0.559***

(0.033) (0.034) (0.039) (0.041)

ln(σ2
π,i,t/σ

2
x,i,t)

2 β2,1 -0.008 -0.007 -0.004 0.030
(0.030) (0.028) (0.024) (0.026)

ln(σ2
e,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γ2,e 0.039 0.036 0.029 0.002

(0.046) (0.046) (0.044) (0.044)

ln(σ2
g,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γ2,g -0.064 -0.063 -0.070 -0.031

(0.061) (0.059) (0.058) (0.046)

Country fixed effect yes yes yes yes
Time fixed effect yes yes yes yes

N 20 20 20 20
Number of observations 200 200 200 200
R2 0.861 0.861 0.868 0.880

Specification testsc:
Ramsey (1969) Reset 0.055 0.043 0.071 0.236
βE,−3 = βE,−2 = βE,−1 = 0 0.769 0.151
βE,0 = βE,1 = · · · = βE,5 = 0 0.011 0.004

a The dependent variable is the variance of the output gap, i.e., − ln(σ2
x,i,t).

b ***p<0.01; **p<0.05; *p<0.10; Standard errors are in parentheses (cluster-robust standard errors, robust to serial correlation and heteroskedasticity).
c p-values are reported for all tests.



Table 11: Estimated parameters for all countries, core and periphery for LDV model.a Observations are based on the Hamilton (2018) filter.
Shocks are identified with sign restrictions. The VAR is augmented with Ahir et al.’s (2023) financial stress index.

Variables Coefficient Estimatesb

(12) (13)

All Core Periphery All Core Periphery

Ei,t βE -0.533** -0.366** -0.727**
(0.196) (0.173) (0.261)

Ei,T0 βE,0 -0.703** -0.658** -0.582
(0.307) (0.280) (0.353)

Ei,T0+1 βE,1 -0.443 -0.515 -0.230
(0.316) (0.308) (0.413)

Ei,T0+2 βE,2 -0.335 -0.110 -0.694**
(0.285) (0.339) (0.325)

Ei,T0+3 βE,3 -0.865** -0.749* -1.003***
(0.319) (0.375) (0.350)

Ei,T0+4 βE,4 -0.750** -0.224 -1.732***
(0.307) (0.301) (0.178)

Ei,T0+5 βE,5 -0.053 -0.137 -0.182
(0.304) (0.293) (0.528)

ln(σ2
e,i,t) αe -0.393*** -0.397*** -0.391*** -0.372***

(0.101) (0.098) (0.099) (0.099)

ln(σ2
g,i,t) αg -0.523*** -0.503*** -0.565*** -0.492**

(0.135) (0.136) (0.167) (0.177)

ln(σ2
e,i,t)× ln(σ2

g,i,t) αeg 0.450*** 0.470*** 0.489*** 0.499**
(0.150) (0.158) (0.159) (0.186)

ln(σ2
e,i,t)

2 αee -0.402*** -0.397*** -0.354*** -0.421**
(0.125) (0.124) (0.121) (0.154)

ln(σ2
g,i,t)

2 αgg -0.332*** -0.376*** -0.382*** -0.351**
(0.103) (0.109) (0.127) (0.131)

ln(σ2
π,i,t/σ

2
x,i,t) β2 0.623*** 0.609*** 0.626*** 0.578***

(0.050) (0.050) (0.053) (0.049)

ln(σ2
π,i,t/σ

2
x,i,t)

2 β2,1 0.036 0.029 0.042** 0.075***
(0.023) (0.023) (0.018) (0.021)

ln(σ2
e,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γ2,e 0.105*** 0.110*** 0.099** 0.078*

(0.035) (0.036) (0.037) (0.043)

ln(σ2
g,i,t)× ln(σ2

π,i,t/σ
2
x,i,t) γ2,g -0.075 -0.096 -0.088 -0.056

(0.076) (0.076) (0.075) (0.072)

Country fixed effect no no no no
Time fixed effect yes yes yes yes

N 20 20 20 20
Number of observations 120 120 120 120
R2 0.898 0.900 0.906 0.924

Specification testsc:
Ramsey (1969) Reset 0.430 0.305 0.162 0.302
βE,−3 = βE,−2 = βE,−1 = 0
βE,0 = βE,1 = · · · = βE,5 = 0

a The dependent variable is the variance of the output gap, i.e., − ln(σ2
x,i,t).

b ***p<0.01; **p<0.05; *p<0.10; Standard errors are in parentheses (cluster-robust standard errors, robust to serial correlation and heteroskedasticity).
c p-values are reported for all tests.
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